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Physics Goals at the LHC

HT »
EW symmetry breaking: H ; H H ‘g D
search for the Higgs Boson| 2 @ «—P -'lb; -
sz

I

extensions of the Standard Model:
search for SUSY or other BSM physics

other topics: top, EW, QCD, B-physics

trigger question: - physics objects: |, v, e, T, jets, b-jets, E; s
-high p+ objects (un-pre-scaled)

What events do we -low pTTobjects (pre-scaled or in exclusive selection)

need to take? - monitor and calibrations events
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Particle Collisions at LHC and Selection |<

7x10?% eV Beam Energy
10 cm?s'  Luminosity
2835 Bunches/Beam .
10" Protons/Bunch Bunch Spacing.
M —cr //
= = = -
e 25 ns

Bunch Crossing 4 10 Hz

7 TeVProtonProton
colliding beams

Q‘ Proton Collisions 10°Hz 107_ 109 Hz
F- ) Parton Collisions l SE|eCtIOn Of 1 OUt Of
B8 13
8 S~ New Particle Production 10° Hz 10_5 HZ 10 events

(Higgs, SUSY, ....)

“ highly selective and efficient

trigger system needed “

Martin zur Nedden
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Looking for Interesting

i

event ...

... on top of
23 additional
overlaid
interactions
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Overview Trigger System

o (proton - proton)

Fermilab SSC

- i LHf i Selection of rare events (R = 10> Hz)
interaction-rate: ~ 1GHz.|,, mmds . o out of extremely high background
’ o 10 (R = 10°Hz)
1 mb - 107 Realized in a multi level trigger:
i 105 - LVL1: muon and calorimeter signals used
‘bl o for “Regions of Interest”
L erozstev o5 g stop data acquisition (75 kHz)
- sto rﬁaag?}e-rate:u:EOHz , ?3._—. LVL2: LVL1 candidates used to find physics
1nb ‘T;;* 10 2 objects as e, y, H4, T, jet, b-jet
O35 s = €00 vy 2P 'r / 5 or E;™ss with reduced event infor-

(8]

» mation within Region of Interest
starts the read-out (2-3 kHz)

tt
mmp= 175 GeV
L8]

N

Ig

e

1 Fmg my = 100 GeV 7
Oz -3 . .
§ me=1Te 717'° EF: full event information, fast data
25 | .- 500 Gev - analysis
| | | storage after filtering (300 Hz)
0.001 0.0 0.1 1.0 10 100

vs TeV
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G,, [mb]

I I I I | I || | I |
cross section of p-p collisions R = eventrate

[ | = P N = luminosity = 103 cm? st

e Lh i GBS E s i o —
l_Jest fit with stat. error bgmll ;f"z Oinel = inel. Cross section = 70 mb

I el ot TEVATRON poluts A N = interactions / bunch crossing
100 |--~=~=.totalerror band of best fit 4 MTT Dt = bunch crossing interval = 25 ns

- e total error band from all models ey B 9 B

[ 0ot (14TEVIeE 100 mb

ner-p

80: 6] I( e ) m ({f S RL " R = A X O-inel — 1034cm-2 S'l X 70mb — 7-108 HZ
A —- - S —— A YR
I A | i < LHC =7'108s1* 25-10°s = 17.5
i ;}wﬁﬂmz <. .3 — = 17.5 x 3564 / 2808 (not all bunches filled)
I msl 3 pe Bwel. 4 proed = 23 interactions / bunch crossing (pileup)
10
cm energy (GeV)
n, = charged particles / interaction
_ _ N., = charged particles / BC
with every bunch crossing N, = all particles / BC
23 Minimum Bias events I
with ~1725 particles produced N.=n_ x23 =~ 1150

N,= N, x1.5=n~ 1725
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ATLAS Event Size

i o Detector Channels Fragment size [KB]
so - Pixels 1.4%108 60
SCT 6.2%106 110
TRT 3.7%105 307
LAr 1.8%10° 576
Tile 104 48
MDT 3.7%105 154
o it o CSC 6.7*10% 256
pile-up, adequate precision RPC 3.5%10° 12
—>need small granularity detectors TGC 4.4%105 6
LVL1 28

Atlas event size: 1.5 MB (140 million channels)

- at 40 MHz: 1 PB/sec

affordable mass storage: 450 MB/sec
—> storage rate: ~ 300 Hz

- ~ 4 PB/year for offline analysis
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Data Acquisition
Restrict;

adequate precision need small granularity detectors: many readout-channels

A) totally 140 million channels — event size ~ 1.5 MB

at 40 MHz:
available bandwidth:
— storage rate: : for offline analysis

B) read-out takes time — dead time of about 10 ms

if read-out would be triggered just by randomly available events,

probability to get events with rates of 10> Hz would be 0!
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Requirements for the
Trigger System

o LHC  s=14TeV L=10%cm2s™ rate interaction- -
rate: ~ 1 GHz :

interaction-rate m— Gz

&< ¢ inelastic

4 ]
= bunch crossing-
e bb = rate: 40 MHz
E MHz
2 storage-
4 rate: ~ 300 Hz N
o kHz \

- “online”- ion: 99. )
 storage-rate H online”-reduction: 99.9995%

SUSY Gi+a5+65 Hz powerful and reliable trigger inevitable:
tanf=2, u=mz=mg/2
anp=2, u=mg=m;

pb | .2 M : selection of rare events out of the
R miz  €xtremely high background LHC environment:
S physics trigger:
- % I high pr / E_T / _MET (physics objects)
W wz oW pr/ MinBias (“prescaled”, excl.)
® Zoumd ppalarL@\ Sy~ technical trigger:
50 100 200 500 1000 2000 5000

Jok E.. o particle mass (GeV) E, nonitoring and calibration trigger
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The Atlas Trigger Concept

Rate [Hz] Latency

40 x 10°

bunch crossings

CALO MUON TRACKING

LVL1 Trigger
(Hardware)

3 kHz L"Ll

(variable)

Martin zur Nedden

720 x 10°
interactions LVLI
fixed)

TR

D> D5 ~40 ms

< 3= (variable)

c =&

2+ g LVL3

T ~ 300 Hz processor
farm - -
~4s

| Pipeline memories

| Derandomizers

—1 Readout drivers (RODs)

| Readout buffers (ROBs)

Full-event buffers
Processor sub-farms

—1 ~450 MB/s

The ATLAS Trigger System
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Interaction rate LEVEL 1
-1 GHz CALO MUON TRACKING o hard ware based: FPGAs, ASICs -
Bunch crossing e uses larger granularity of the ©
rate 40 MHz ol calorimeter and muon information | 3
LEVEL 1 D ories « identify Regions of Interest for =
TRIGGER further processing =
<75 (100) kHz J Irsij;lﬁt(i:(‘),noffrozmzlp(SSHz to 75 kHz ;
. [ ]
<2.5ms Derandomizers =
: LEVEL 2
: Readout drivers m————===
egions of Interest (RODs) e full granularity within the RoI
LEVEL 2 e seeded by LVL1-trigger
TG f‘;g"a‘;;“ buffers o fast reconstruction
— e only data within RoI processed
~3 kHz out . combir_lation of detectors within Rof
Tbuld . reductlo_n from75kHzto 1 kHz | .. |
H| ~10ms =  execution time of ~ 40 ms “‘“
I
Full-event buffers EVENT FILTER
EVENT FILTER and « seeded by level 2
~300 Hz out processor sub-farms « full event information available | >
e full granularity of detectors =
~1s « “offline like” algorithms
Data recordin e reduction from 1kHz to 200 Hz
g e averaged execution time of 4 s
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Rol Trigger Concept

Level 1: reduction from 1GHz to 75 kHz (2.5 ms)

* triggering on (high) py-objects

e L1-Calo and L1-Muon sends Regions of Interest (Rol) to LVL2 for e/g/T/p/jet candidates
for a certain energy threshold

e pure hardware-trigger, larger granularity, synchronuos to LHC bunch structure

Level 2: from 75 kHz to 3kHz (10 ms)

e uses L1-Regions of Interest as “seed” of the
reconstruction (full granularity)

e only data within the Rol are used:
small data transfer:

e only ~2% of total event data
e combination of different detector-
information within the Rols.
o software-trigger, readout after L2-aceptance

Event-Filter: from 3kHz to 300 Hz (1s)
« full event information, quasi-"offline”-algorithms
e pure software-trigger (high felexibility)

Slide 13
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LVL1 Trigger Overview

calorimeter trigge

e

r

Pre-Processor
(analogue - E;)

™~

Muon Barrel
Trigger (RPC)

\

Muon End-cap
Trigger (TGC)

/

Jet / Energy-
sum I\’rocessor

Cluster Processor
(e/g, t/h)
N\

Muon-CTP Interface
(MuCTPI)

~—

multiplicities of e/g, t/h,
jet for 8 p; thresholds
each; flags for ZE,, ZE;J,
E;™iss over thresholds

Y

ntral Tri r multiplicities of m for
Ce PE‘ oac e ssgf N 6 p; thresholds
(CTP) L1A signal

4

LVL1 Trigger-items: calo-clusters or muon-candidates

Martin zur Nedden
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Calorimeter Trigger (L1 §
Calo) ‘*

Provides e, y (L1_EM) counting for various energy
thresholds,

T(L1_TAU) counting,

jet counting(L1_J/FJ),

total transverse (L1_TE/JE) and missing (L1_XE) energy,
and Rols to LVL2

Hadronic

ey

| T,hadronic

Missing E

: , Slide 15
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LVL1 Calorimeter Trigger

electronic components (installed in counting room available thresholds:
outside the cavern; heavily FPGA based): « EM (e/gamma): 8 - 16

ner-p

Calorimeters ! o o e Tau/ hadron: 0 - 8

(LAr, Tile) —| Cluster Processor . Jets: 8
Rol identification ] ’

]

analogue
~75m

elyh classification e fwd. Jets: 8

Threshold count

° ETsum
PreProcessor SuUm(i ==
Timing alignment * ET (JetS), i _
10-bit FADC +| Jet/Energy Processor E_Miss : 4 (each) S2p) calorimeter
FIR filter Sum Em:Had L i g
BClD ET_) EX, Ey Jet identification - Trigger towers (An x A¢ = 0.1 x 0.1) -
LUT rE, 7 |Threshold count Vertical Sums ElE Feolation —m,
S (BI85 008 IT’ - HorizontaiSums BRI earon coaion
400 Mbfs ovcusrmotesn: ] TS S,
0.1x0.1 DAQ example: e/g algorithm:
02x02 e goal: good discrimination
output: €/g — jets
e at 40 MHz: multiplicities for e/y, jets, T/had and e identify 2x2 Rol with local
flags for energy sums to Central Trigger (CTP) E; maximum
e accepted events: position of objects (Rols) to e cluster/ isolation cuts on
LVL2 and additional information to DAQ various E;sums
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Muon Trigger (Central)

» Muon Barrel Resistive Plate Chamber (RPC)
» counts low-p, and high-p, muons (L1_MU)

. Rols to LVL .................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

/
/

| RPC 3 ,
Low p/ Z High p,
| RPC 1 /'

v,
—
MDT |

Martin zur Nedden The ATLAS Trigger System Slide 17
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Muon Trigger (Fwd)
» Muon End Cap Thin Gap Chamber (TGC)

M1 M2 M3

Low p,

Martin zur Nedden The ATLAS Trigger System Slide 18



LVL1 Muon Trigger

Trigger Chambers a|qorithm: TGC 2 —~

l MDT l TGC 3
RPC 3 G P, high P,
RPC 2 / TGC 1

M
[ MDT i | D ’E;'
RPC 1 T
TGC EI low P
.3
[ [/ 7 WMDT 7 e |
pae (e
- Tile Caiorjmeter P
) % L ___,_/_‘
Resistive Plate / h ig h p
Chambers / / / T
0 5 10 15 m

dedicated muon chambers with good
timing resolution for trigger:

Barrel |n|<1.0 :

Resistive Plate Chambers (RPCs)
End-caps 1.0<|n|<2.4 :

Thin Gap Chambers (TGCs)

local track finding for LVL1

done on-detector (ASICs)

looking for coincidences in
chamber layers

programmable widths of 6
coincidence windows determines
pr threshold

available thresholds: muon 6

Martin zur Nedden The ATLAS Trigger System Slide 19
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ner-p

Other Lvll Trigger Items

other L1 trigger systems: Minimum Bias
—> Trigger
= L1_MBTS: Scintillators
= L1 _BPTX: | Beam Pickup |
| Timing Experiment |
= LLBCM: = Beam Condition
= L1 LUCID: ~ Monitors
Luminosity Measurement
= |1 ZDC: with Cherenkov Integrated
Detector
= L1 _TRT: .
Cosmic Track Trigger [ Zero I_)egree P s P T =
Calorimeter ' '\J LI IO T =
= L1 _CALREQ: R |
Calo Calibration Triggers
= L1 _RDO/L1_RD1 (random)
Martin zur Nedden The ATLAS Trigger System Slide 20
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LVL1 Trigger Decision in CTP

signals from LVL1 systems: other external
CTP: (one 9U VME®64x crate, 8-16 EM, 0-8 TAU signals e.g. MB
FPGA based) 8 JET, 8 FWDJET scintillator, ...
central part of LVL1 trigger system 4 XE, 4 JE, 4 TE, 6 Muon
calculation of trigger internal signals:

decision for up to 256 2 random rates
declson forup 4 | 2 pre-scaled clocks
trigger items: & bunch groups

e.g. “XE70+JET70"
-> raw trigger bits

application of
1 veto/ dead
. time
application of pre- —
scale factors /
—> actual trigger bits L1A CTP
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CTP: Simple and Complex
Dead-time

Prevent overlapping samples in detector front-ends
Example: Simple dead-time = 5 (BC)

live and waiting trigger received alive and waiting
for triggers Level-1 accept for triggers

Bunch crossing

simple eadtime
no triggers allowed

Protect readout buffers from trigger bursts

Example: Complex dead-time = 4/570
leaky bucket algorithm:

* bucket is filled with L1A tokens at constant rate up to bucket size
(e.g. 1 token every 570 BC until 4 tokens in bucket)

« every L1A takes one token out of the bucket

o if bucket is empty (no L1A tokens left), deadtime is applied

%
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CTP: Bunch Groups

AE LHC bunch spacing =25 ns = 10 buckets 7.5 m

each LHC bunch has 2.5 ns RF buckets

3564 possible bunches in LHC identified by
Bunch Crossing Identifier (BCID = 0,...,3563)

the crossing bunches can be
= “paired” = both beams with protons

= “unpaired” = only one beam with protons
= “empty” neither beam with protons

ATLAS defines additional crossings for special purposes
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Bunch Groups

a Bunch Group is a list of BCIDs:

1.

8.

BCRVeto: allows triggers everywhere but in a small region 3540-3560 when the
bunch counter reset is sent

Paired: Colliding bunches in ATLAS
CalRec: calibration requests for Tilecal (laser/charge injection) in the abort gap

Empty: empty BC without any beam activity 5 BC before and 5 BC after (for
cosmics, noise)

[solatedUnpaired: unpaired bunches with no beam activity (in the other beam) in £
3 BC (for background monitoring, excluding leakage tails from the other beam)

NonlIsolatedUnpaired: unpaired bunches not covered by 4)

EmptyAfterPaired: empty 5 BC following a paired BC (for long-lived particle
searches)

Currently Unused

all 8 bunch groups form a Bunch Group Set

Martin zur Nedden The ATLAS Trigger System Slide 24



Bunch Group Example

used bunch group: (50ns_1380b+1small_|1318] 39_1296_144bpi)

Bunch Group Set 308

Entries

7 - Unpaired 0
e | D OO 00 00 AN~
5 - UnpairedNonisolated 78
4 - Unpairedisolated ‘ ‘ 48
| T T Y Y

2 - Calreq 71

1 - Filled 1318

0 - BCRVeto 3543

0 500 1000 1500 2000 2500 3000 3500
Bunch Crossing ID
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L1 Triggers and the Bunch
Group

e All L1 trigger items have one or more explicit or implicit
bunch group requirements

= All triggers are ANDed with BCRVeto
= Physics triggers (L1_EMS5): PAIRED is implicit
e Other triggers carry the bunch group in their name:
= L1_EM3_EMPTY
= L1_TAU5_UNPAIRED

e Random triggers

= L1_RDO_EMPTY, L1_RDO_FILLED, ...
= L1_RD1_FILLED, ...
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High Level Trigger &

CTP decisi | Detector
_ 11 = 1l IFront-End
Rol Builder
L2 Supervisor [ —
— 3| o
L2 Processing o —
Units (L2PUs) ||| €= ©
Data Flow Manager e
(DFM) 0
I: L2 Result
L | Sub-Farm Input (SFI) \
EF Processing |W|

Units (EFPUs)

Sub-Farm Output (SFO) Q ATLAS DATA

M%t/J/‘l/%lr Nedden The ATLAS Trigger System SIi2d7e 27
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HLT Selection Strategy

LVL1-items are the start for HLT activity:

[esoi J+[[e30i | < sionatre step-wise processing and decision
step 4 > isolation isolation faSt algorithms ﬁrSt
- increasing complexity of algorithms
30 1+ signature
IB—I Iﬂl intermediate
sep3> [N seeded reconstruction
| e |+ e & signature algorithms use results from previous steps
intermediate o0 =
wp2> BN BEER =~ initial seeds for LVL2 are LVL1 RoIs Chains
finding finding = = -
m+ m & signature can be split at beginning of new level
intermediate
stop1> [N N LVL2 confirms & refines LVL1
IEM2Ui |+ EMZUiI & LVL1 seed EF confirms & refines LVL2

Event read-out and building after LVL2

example: di-electron trigger EF accept events according to physics selection

ATLAS trigger terminology: -

® Trigger chain: whole decision sequence earty re]egt fails. all followi

® Trigger signature: intermediate result as soon a signature fails, all following

® Trigger element: trigger object connected chains at all levels are switched off
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Trigger Chains: paralell

processing

HLT steering enables running of trigger chains in parallel w/o interference

it (L ) (o] [msise) [ amo ) [ 4w ] trigger chains are

e i S S S S independent:

me | T ) [MTWJ [ﬂTmJ [ T ) T ) > “easy” to calculate
[ zeasi | [(zeasviied [Cesinoo) [ zioo | [ apo | trigger efficiencies

------------- b= | & Yeasy” to operate

e | zeiﬁ"J [Mﬁi"“"ﬂ" [ﬂl‘-‘i'l‘ﬂmj ( ﬁi“"] [ *”lm ) [21‘9‘-"1'2“?] the I:”clrigger (finding

Zel5it LO0M | elSiTT j1O0° 2jloor djL2o 2jB0 " Zho’ ro ems’ re-

[M? 2y " 2 l I , )| , ) B 5ictable belaavior)
(2easi 7] [asasi juoly - [esijuog (oo | [ 4ita0n | oo v - scalable system

ner-p

ATLAS follows “early reject” principle:

- look at signatures one by one
i.e. do not try to reconstruct full event upfront
if no signatures left, reject event

- Save resources
minimize data transfer and required CPU power

in principle: N-Level trigger system
but: Only one pre-scale per chain per level.

(to be discussed if used in HLT)

Martin zur Nedden The ATLAS Trigger System
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Trigger exectution

Flectromagnetic Levell:
' Region of Interest is found and
position in EM calorimeter is
passed to Level 2

clusters

Level 2 seeded by Level 1
*Fast reconstruction
algorithms
*Reconstruction within Rol

Ev.Filter seeded by Level 2
*Offline reconstruction
algorithms

*Refined alignment and
calibration
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ATLAS Trigger / DAQ
Architecture

* LVL2 and EF run in large PC farms
on the surface

SDX1 dual-EPU nodes
CERN °
s 50 -1600 100 500 DAQ and HLT closely coupled
centre .
Event rate Local Ewvent Second-
s ~2001 | storage| | 2ent | | guiger || Lvi2 |ievei  pre-series (corr. ~10% of HLT)
v E{";‘l ZubFam tri
storage (SFOS) \ (EF) / e farm igger —
i A 5
DataFlow \ I?‘{e‘“%‘}"!/ s N _i__ £ - e
Manager §_sSwitches | VL2 ¥ g | -
e ~ output
/l’ Metwork switches auipu
Wiz [ =
Super- il
: ol e
visar & g{é} ——E
5|88 2
2188 e
(4] =
Event data % i L 8
pull_ed: § 3 im &
partial events E o
@ E 100 kHZ’ 2 Data of events accepted
g 1600 py first-ievel tri e
full events s 150 v first-level trigger
o - Read-
@ ~ 3 kHz - PCs ||| 1[Il QU VME pedicated links
Read-
Read-Out
USA15 Subsystems DC_}ut detector
rivers
ol v RODs— Frer. Emks| UX15
p” Builder i level
Timing Trigger Control (TTG) \ trigaer

_ Event data pushed @ = 100 kHz,
1600 fragments of ~ 1 kByte each
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The Physics Streams

Physics Streams |
data for phy5|cs analyses

Stream Name 1

Stream Name 2

EF Chainl

( x EF Prescale )

L2 Chalnl

( x L2 Prescale )

(x L1 Prescale )

Martin zur Nedden

L1 Iteml

EF Chain2
e.g. EF_taul6i_loose |
( x EF Prescale ) |

EF Chain3

( x EF Prescale )

L2 Cha|n2
e.g. L2_taul6i_loose |
( x L2 Prescale ) |

L2 Cha|n3

( x L2 Prescale )

L1 ItemZ
e.g. L1_TAU9I
(x L1 Prescale )

L1 Item3
(x L1 Prescale)

The ATLAS Trigger System

ne>r-»
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Data Streaming

streaming is based on trigger decisions at the HLT
the Raw Data physics streams are generated at the SFO
all streams are inclusive, except the debug stream

Debu
Streams
events without full |
trigger decision, |

due to failures in
parts of the online
system

ATLAS DATA

Martin zur Nedden

Physics Streams

for physics analyses Egamma
data for phy y Moot
JetTauEtMiss
Express Stream MinBias

Events for prompt
reconstruction
(calibration loop)

events delivering the

minimum amount of
information for detector
_calibrations at high

parti events
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Stream Correlations

>, " OHP Nexus - [HLTSteering]

Fle Actions Wirdow Help

Fl=l=T=R=-1EeR il

—Flugins
Histograms S
| HLT Bjet
(& HLTCalo
|® HLTCosmicEgamma
|® HLTCosmiclD
(R 1LTCasmic Jets
|® HLTCaosmicMET
(8 HI TCosmicMuon
(% HLTCusmicTau
|® HLTSteering
|® HLTStectingExpert
| LVLICTF
[ 1V 1ClusterPmeassor

“w
s
ooo
o
40000

30000

| LVL1JetEnergyProcessor
| LvL1Preprocessor

|C LVL1PraprocesserasicEnors
IZ LVLIReadoutwnver

[ LVL1Shif:erEnorOovariew
I LvL1Shifrer! litMaps

| MuonRpcRedErrorCountar 0
|C MucnRpcTriggerHitParSector

20000

10000

ireedaccept

| s
L1CalcEM
ics_L1caln

[« [T

Browiser
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Stream ng ,TE—
StreamTag]

q Force Update

(T D i)

File Edit

Yiew Options Tools

Help |

| Raw Stream correlation

debug_L2ForcedAccept
debug_hlterror
calibration_rateanalysis
calibration_LArCells
physics_L1CaloEM
physics_L1Calo
eXpress_express
physics_CosmicMuons
physics_IDCosmic
physics_MinBias
physics_RNDM
calibration_pixelnoise

calibration_Tile

Entries

Mean x
Mean y
RMS x
RMS y

145414
3.985
3.985

2.48
2.48

1]

1]

sﬂfryﬁysﬂfrysﬂ%ﬂ%ﬂfry

E unﬂs

|
bra"';gbriﬂﬂgu

Te# n.a,j,:rb%

'f-'a.f

ﬁb L
%m%aw

1001
]

Ceapy

1401

1201

8001

6001

4001

200i

0
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Physics Analysis: the Trigger
Part

analysis preparation:
e setup/ optimize a trigger for your physics signal

= define a trigger strategy (based on the available
resources)

= convert to trigger chain (already existing?)
= determine rates and efficiencies from MC
e define a monitoring strategy

= define trigger chain to be used for monitoring of your
physics trigger (efficiency from data)

= rates of the monitoring trigger (pre-scales?)

e integrate this in the overall trigger menu (done by
Trigger Menu Coordination for online running)

threshold?

more exclusive?
pre-scaling?
more conditions?

use the trigger online (take data)

H not OK OK H monitor trigger quality

determine trigger eff. (from data)
correct your measurement

Martin zur Nedden

The ATLAS Trigger System
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The Trigger Configuration

ner-p

TrigConf system
trigger menu can only be changed
between runs
pre scale keys can be chaged “on the
fly” between lumi blocks
book-keeping of all settings essential

TriggerDB:
stores all information for the online selection
stores all versions of trigger settings.
identified with a unique key to be stored in

CondDB for menu and pre scales.

unique menu key: SMK

unique prescale keys: L1IPSK / HLTPSK

Offline data analyzer users will have to look up the TriggerDB
to interpret the trigger result in the events, e.g. to find the
settings for their triggers and the corresponding run ranges.

Martin zur Nedden The ATLAS Trigger System

Slide 36



Trigger Configuration

The TriggerDB stores the L1 and HLT Menus and the setups (= configurations of L1
hardware and HLT software) to realise these: Configuration = Menu + setup

CTP Cabling s/w infrastructure
CTP Monitoring : setup

e.g. L1_EM23 e.g.L2 e25

e.g. 1x EM23 e.g. L2 e25clustering

e.g. py cut = 23GeV e.g. L2IDCaloHypo_e25

e.g. ETthreshold

The TriggerTool is the user interface to the TriggerDB

Martin zur Nedden The ATLAS Trigger System Slide 37



The Trigger Configuration

Keys

o Supermaster key (SMK) chooses one unique
configuration (Menu, configuration, deadtime settings,
etc.)

e every menu has a selection of compatible L1 and HLT
Prescale Sets that can be applied

o three “keys” are therefore required to completely

specify the configuration:
o Supermaster key (L1 + HLT Menus)

e L1 Prescale Set key

o HLT Prescale Set key } Can be changed (also enabling and disabling
triggers) during the run, at the luminosity block

boundaries

e in addition there is a L1 Bunch Group Set key, which
defines the LHC fill pattern for the CTP
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Trigger Configuration

 Trigger Menu defined by Super - 1
Master Key (SMK)

 Defines all triggers available Trigger Menu ]

» Recent example is SMK: 1101

i . _]
L LVL1 Menu L High Level
Menu

I [
| _ | | | | |
) 1 ) L 1

L1 EM14 ] L1 _MUG6 ] ] L2_e20_|oose] EF_e20_Ioose]

L )

» SMK also defines trigger chains of L1/L2/EF items, i.e. "e20_loose”
composed of L1_EM14, L2_e20_loose, and EF_e20_loose.
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HLT Software and Patches

HLT uses a separate branch of offline release

= Move to new base release about twice per year
AtlasP1HLT cache used to patch base release

Patches installed roughly every 1-2 weeks (or as needed)
Additional procedure for emergency patches in place
In all cases large scale validation before deployment

AtlasP1HLT
Installation of new AtlasP1HLT
release done by Trigger Online
l Expert between LHC fills after
' Base release ‘

discussion in morning run meeting.
Martin zur Nedden The ATLAS Trigger System
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ATLAS Data Taking Strategy

Run N+1

Run
= Continuous period of data taking
= Usually corresponds to LHC fill (many hours)

Luminosity Block (LB)

= Luminosity, conditions, and data quality are considered to be
approximately constant ——

= Time interval (=60 sec) within a run * <

LB 1

15 |3
13 |B
1% |

LBs with stable bea

ine luminosity (10 °cm?2s) )
B

Luminosity drops exponentially during fill = [ 1
= Record as much physics data as possible

= Limitations imposed by detector and DAQ system (processing
speed, buffer sizes, internal bandwidths), TierO, and long-term

storage capacities.
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Trigger Prescale Strategy

Total Output Rate begins with large to-
disk rate (~400Hz) which falls

250

Ty

throughout the fill, where average over

the fill should be ~200Hz. 0 \’\\
Primary Triggers run without prescale \’\ T~
and therefore have a falling rate 1% \\

throughout the fill. Additional triggers are
added after the luminosity drops below a
defined luminosity which cannot be run 50
at higher lumi due to pileup.

|
L
|
l
|

11 | 1111 1111 | 1111
8 9 10
Time

%

-
4]
w
s
(4]
o =
-~

« Supporting Triggers have changing prescales in order to keep their rate
constant.

« Trigger menu experts prepare the prescale sets for the different luminosities
ahead of time. You always find them on the TriggerWhiteboard at Point1.

* Note: prescale changes need not occur at 2 hour intervals as shown in the
illustration, but is instead driven by the luminosity.
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Standby and Physics
Prescales

= No beam or un-stable beams (before warm start)

= Detectors in SAFE mode, high voltage off (low) for inner
detector and muon systems

= Only a few L1 triggers needed for detectors to measure
background levels (especially before switching on voltage)

= Stable beams, all detectors in physics mode
= Data for physics analysis, all triggers in, HLT rejection
= Prescale sets prepared for different luminosities

= Done automatically during *Warm start/stop”
= Trigger shifter verifies that the correct keys are used
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Noisy EMPTY triggers

Low threshold EMPTY triggers (EM3, TAUS5, J5)
= Used for background monitoring, no HLT rejection applied
= Ideally should be unprescaled
= If well behaved, rate < 5 Hz
Noisy cells in LAr can cause
= Short noise spikes of O(kHz) — usually not a problem

= Constant noise can increase rate to >100 Hz — need to react by
prescaling trigger

This is done automatically by the AutoPrescale Tool
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Physics Analysis: the Trigger
Part

every physics analysis needs dedicated thoughts about the trigger:
trigger rejects 0.999995 - more or less hard cuts (in the signal region)
(each) trigger has an inefficiency that needs to be corrected (turn-on curve)

= similar to offline reconstruction efficiency, but important difference: no
retrospective optimization: “The events are lost forever.”

trigger optimization (as early as possible)
trigger data quality during data-taking is crucial

turn-on curve: trigger optimisation:

1

e & &
B4 B
RARRNRRLR
“q‘:’x;rl l -
| |
Rejection factor for jets
=] =]
0w °
(L -

E | A _
s — ||Ir Eff{ pT}: | EE{pT—C}; 0.75
e ] 0.7
= @ Layout P 0655
LR o ] 0.6 —
aa b @ Layvout Q 0_553_
9

- L L L L L L L L . u-
] 2.5 s 7.5 w 125 15 17T.5 2@ 225 = ﬁ . . . R 1
muen P (GeV) Efficiency for electrons
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E-gamma Trigger Slice:

Efficiency

t‘ _II L L | L | LI | L || LI LI || || 1 LI T ||
E 1 B :l 'f‘.l
© i O i
S R & .
= 08 . .
i o ATLAS Preliminary i

i & _

0.6 Data 2011 J Ldt=206 pb” _

B ¥ e20_medium trigger 1

0.4 o L1(E>14GeV) —

i o L2(E>19 GeV) .

0.2— v s EF(E>20 GeV) 7
R j

e | | | | 1 1 ] | | | | | | | [ ] | | | [ ] | | | | I | | | |

Q™ E™%0 25 30 35 40 45 50 55 60
electron E; (GeV)

Efficiencies for e20_medium at each trigger level (L1, L2 and EF)
measured with Z->ee events using the tag-and-probe method
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Tau Slice: Turn-On Curve

-
I

ﬁ :I T TT | T T 171 | T T T1 | T T T1 | ' T T 1 | T T T | T T T1 | T T 171 | T T 171 | T 171 IE
& 0.9F =
© = =
5 08E -
0.7 E
0.6F —e— Data 2011 =
0.5 —— Z—11 (MC) =
0.4F ATLAS Preliminary =
0-3F Ns=7 TeV, J-dt L=475pb" 3
0.2 =
= EF_tau29 medium1 =
0.1 — A =
0 :I 11 I 111 | LI 11 | 11 1 | | I I | | 111 | 111 | 111 | 111 I 11 I:

0O 10 20 30 40 50 60 70 80 90 100
p. [GeV]

Efficiency of the EF_tau29_medium1 trigger chain with respect to offline reconstructed
tau candidates, as a function of the offline pT

The measurement was made using a tag and probe analysis with
Z - tau tau > mu had events in 2011 data
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Jet Trigger

ner-p

(-;? 1.2_---'|""|""I""| """"""""""""""
E} - ATLAS Preliminary i
L2 1.0~ Data 2011 —o———
T ; -~ e i
| —— ]
0.8[- - - anti-k; R=0.4  —
- . |<2.8 i
0.6 . e Jet ]
- - ]
oal e EF Jet E; > 10 GeV _:
! L m EF JetE > 15GeV -
0.2 .
e - a4 EF JetE >20GeV 1
i o ]

0-4g™ %20 25 30 35 40 45 50 55 60
Offline Jet E [GeV]
efficiency for anti-kt jets with R=0.4 to satisfy the Event Filter (EF) inclusive jet trigger

EF-jet conditions were applied to random-triggered events.
efficiency is plotted as a function of the offline calibrated jet ET
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B-jet Trigger: EF-Level

m 5—III TTTT TTTTJTTTTTTTTT T TTITITITT]TTITTTITITT TTT14
g " ATLAS Prellmlnary Wlb-jet & 10 -f S prg.im'inar'y ! E
c 107 K/s=7TeV BWciet = £ o= -
L - [Jlightjet 7 W 10* =TTV [ ccome =
Z e Data 2011 - —$— pan -
3| _ 5 " —— Data with Loose cut at trigger level _:
10 E § 10 ; ] —F— Data with Medium t‘:utallﬂggm‘l&valg
B ] v “he —4—  Data with Tight cut at trigger level -
B 7 102 £ J':r'“w“- . =
10%E < Ty ]
- ] 10L il
10—1:u.1|,“ el el o Momseclll sowraiibiecon o flun ol
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-0 -5 0 5 10 -Log. (Offline JetProb)
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Signed transverse IP significance
online b-tagging requirements fulfilled
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B-Physics Trigger

500

400

300

Candidates / 0.12 GeV

200

100

:I ‘ L | 1 T | L ‘ T T | L ‘ L | 1 T | L T T I: %J 400
~ ATLAS Preliminary »  Offline Jiy I O
B 1 I After Trigger Tracking o 350
B 16.2 nb [__] After B-Physics Trigger | ;
r —— Fit to Offline ] -~ 300
B p=(3.096 + 0.004) GeV | 3
- 6 = (0.069+ 0.003) GeV ® 250
- ] o
: i
L N S 200
B - &
- B 150
5 - 100
E . 50
1 | 1 | 1 1 1 | | 1 1 1 1 1
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ATLAS Preliminary o Offline J/y
I After Trigger Tracking

-1
16.2 nb (] After B-Physics Trigger
— Fit to Offline

u = (3.100 £ 0.005) GeV
o = (0.074 + 0.004) GeV

J/W candidates in the di-muon channel for L2 / EF
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Muon Trigger slice
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Missing transverse energy
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Energy correlation of MET |
Trigger
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