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Kurzfassung

Für viele Anwendungen im Bereich der Quantentechnologie ist starke Kopplung zwischen Licht
und Materie unverzichtbar. Sie ermöglicht zum Beispiel das Verbinden einzelner Knotenpunkte
von großflächigen Quantennetzwerken und erlaubt es, eine deterministische Wechselwirkung
zwischen einzelnen Photonen zu erzeugen. Starke Licht-Materie-Wechselwirkung wurde bereits
in unterschiedlichen Systemen realisiert, unter anderem auch in optischen Resonatoren. Optis-
che Bauelemente, die auf Resonatoren basieren, sind jedoch oft mit großen Verlusten verbun-
den, die für viele Anwendungen hinderlich sind. Um diese zu vermeiden, können sogenannte
Flüstergalleriemoden-Resonatoren verwendet werden. Diese Resonatoren zeichnen sich nicht
nur durch eine besonders hohe Güte und ein kleines Modenvolumen aus, sondern auch durch
die hohe Effizienz beim Ein- und Auskoppeln von Licht. Außerdem treten aufgrund des starken
transversalen Einschlusses des Lichts besondere Polarisationszustände auf, welche zu einer chi-
ralen, d.h. richtungsabhängigen Wechselwirkung führen.
Im Rahmen dieser Arbeit wurden zwei neuartige optische Bauelemente demonstriert, welche auf
dieser chiralen Wechselwirkung zwischen einzelnen Atomen und einem Flüstergalleriemoden-
Resonator basieren. Das Erste ist ein nichtlinearer Phasenschieber für einzelne Photonen. Dabei
nutzen wir die Nichtlinearität eines einzelnen Atoms aus, um den größtmöglichen nichtlinearen
Phasenschub von 180◦ zwischen einzelnen Photonen und Photonenpaaren zu erzeugen. Zur
Messung des Phasenschubs wurde die Dichtematrix des transmittierten Lichts mit Hilfe der
Quantentomographie rekonstruiert. Darüber hinaus konnten wir zeigen, dass dieser Prozess
Verschränkung zwischen den beiden, zuvor voneinander unabhängigen, Photonen erzeugt.
Das zweite optische Element ist ein Zirkulator mit vier Eingängen, der Licht von einem Ein-
gang jeweils zum nächsten weiterleitet. Dieses nichtreziproke Verhalten basiert auf der chiralen
Kopplung zwischen dem Resonator und einem einzelnen Atom. Die Funktionsweise des Zirku-
lators wird durch das Atom gesteuert und kann invertiert werden, indem das Atom in einem
anderen Spinzustand präpariert wird. Dies ermöglich es grundsätzlich, den Zirkulator in einer
quantenmechanischen Überlagerung der beiden Richtungen zu betreiben. Außerdem wurden
die nichtlinearen Eigenschaften der Zikulators untersucht. Dabei konnten wir zeigen, dass unser
System auch als photonenzahlabhängiger Router eingesetzt werden kann.
Die im Rahmen dieser Arbeit erzielten Ergebnisse stellen einen wichtigen Schritt hin zur Re-
alisierung von neuartigen Komponenten zur faserintergrierten quantenmechanischen Informa-
tionsverarbeitung dar.
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Abstract

The realization of strong light–matter interaction is crucial for many applications in quantum
science and quantum technology. In particular, it allows one to link individual nodes of a large-
scale quantum network or to mediate deterministic photon–photon interactions, which are re-
quired for many quantum protocols. Strong light–matter interaction has been successfully de-
monstrated in different systems, including optical resonators. However, for being applicable to
photonic quantum information processing high photon losses of existing implementations ham-
per many applications. One way to avoid these losses is to employ whispering-gallery-mode
resonators, which, despite their ultra-high quality and small volume, allow extremely efficiently
coupling to waveguides. Furthermore, the strong transverse confinement of the light in these
structures gives rise to extraordinary polarization properties which cause chiral, i.e. direction-
dependent, coupling between light and matter.
In this thesis, I report on the realization of two novel photonic devices which are based on the chi-
ral interaction between light circulating in a bottle microresonator and a single rubidium atom.
The first device is a nonlinear phase shifter, that realizes a strong optical nonlinearity on the
single photon level. This nonlinearity is based on the nonlinear response of a single atom, which
is enhanced by the resonator. By performing quantum state tomography of the field passing the
atom–resonator system, we demonstrate the maximal nonlinear phase shift of 180◦ between the
case where single or pairs of photons pass the resonator. Furthermore, we verify that this process
creates entanglement between two previously independent photons.
The second device is a four-port quantum circulator, which is formed by two fiber couplers and
the resonator. The chiral coupling between the atom and the resonator then gives rise to non-
reciprocal transmission properties. We also show that the operation direction of the circulator
is controlled by the spin state of the atom and can be inverted. This, in principle allows one to
prepare a superposition of the two circulator operation directions. Furthermore, we study the
nonlinear performance of the demonstrated circulator. Here we observe that the system routs
single photons to different ports as pairs of photons.
The results presented in this thesis are important steps toward realizing new, fully fiber-integrated
components for quantum information processing.
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CHAPTER 1
Introduction

The advent of quantum mechanics at the beginning of the 20th century fundamentally changed
the way we look at the world today. Applying the physical principles of quantum mechanics
revolutionized our understanding of physics and resulted in groundbreaking technologies, such
as transistors, lasers and superconductors. Making use of these technologies enables us today
to harness quantum phenomena, such as superposition and entanglement, for creating novel de-
vices. Along this direction, the field of quantum science and technology emerged, which pursue
four auspicious directions.
For example, a variety of quantum effects are employed in the field of quantum metrology [1]
and quantum sensing [2]. By making use of the fragile nature of quantum superpositions and en-
tanglement enables one to perform measurements with unprecedented sensitivity, even beyond
the classical noise limit.
A second direction studies quantum simulators, which use well controlled artificial quantum
systems to investigate the behavior and properties of less accessible systems [3]. Quantum sim-
ulators promise to simulate complex systems such as materials or chemical compounds, which
due to their exponentially increasing computational complexity, cannot be simulated with clas-
sical computers.
Another very active field of research is quantum communication [4], where information is en-
coded in the form of quantum bits (qubits) which are stored, manipulated and distributed be-
tween nodes of a quantum network [5]. In particular, quantum cryptography, which allows
secure transmission of information over long distances, has attracted considerable attention.
Probably the most advertized application of quantum physics is the realization of a quantum
computer [6]. Instead of storing information using classical bits, which can either be 0 or 1,
quantum computers use qubits to encode information. In contrast to a classical bit, a qubit can
be prepared in a superposition of the states 0 and 1. In addition, the qubits can be entangled
with each other. This enables quantum computers to manipulate large combinations of states all
at once. As a consequence, they are able to perform particular computational tasks much more
efficiently than their classical analogs.
In the past decades, a large number of physical systems are being explored to harness quantum
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1. INTRODUCTION

features for applications in quantum science and technology. Depending on the application, spe-
cial requirements have to be fulfilled and different platforms might be favorable.
For many applications in quantum communication, such as quantum key distribution, optical
photons are an obvious choice to act as flying qubits in order to transmit quantum information
over long distance. Photons are well decoupled from their environment and are therefore rela-
tively free of the decoherence that plagues other quantum systems. Moreover, photons were the
first platform to demonstrate entanglement and played a key role in many fundamental studies
of quantum mechanics [7].
In addition, photons are a natural choice for transmitting quantum information between the nodes
of large scale quantum networks. In such notworks, quantum information has to be generated,
processed and stored locally in quantum nodes. These nodes are usually considered to be matter-
based and are linked by photonic quantum channels. Their interplay requires efficient coupling
between light and matter. The fact that the nodes are interconnected allows one to transport
quantum states from site to site, and thereby enables the distribution of entanglement across the
entire network.
In order to realize a quantum computer, the requirements for the qubits not only include good
coherence properties, but they also have to be initialized, measured, and most importantly, a
mechanism to implement a universal set of quantum logic gates has to be available [8]. A num-
ber of physical implementations of such gates are being explored, employing photons, along with
ions, nuclear magnetic resonance, atoms, and superconducting qubits [6]. The manipulation and
detection of single optical photons can be realized using well established techniques. However,
it is hard to realize direct photon–photon interaction which is necessary for two-photon gates to
entangle the qubits. One way to mediate this interaction is to strongly couple the photon to an
auxiliary system, such as a single atom.
In order to employ photons in quantum information processing, it is essential to realize deter-
ministic light–matter interaction. However, the interaction between single emitters and single
photons is usually very small. One way to enhance their interaction is to employ collective
effects of ensembles of emitters [9] or to use the field enhancement in resonators [10]. The in-
teraction between quantized light in resonators and matter is studied in the framework of cavity
quantum electrodynamics (CQED) [11]. If they are strongly coupled, a coherent energy ex-
change between the two can be observed. This regime was first demonstrated in the realm of
superconducting microwave cavities and Rydberg atoms [12]. This research has led to numer-
ous cutting-edge experiments, including fundamental tests of quantum mechanics. The achieve-
ments of this field were rewarded with a Nobel Prize in physics in 2012, which Serge Haroche
received for his work on measuring and manipulating individual quantum systems [13].
For many applications, the physical properties of optical photons are favorable compared to
microwave photons. Recent progress in experimental quantum optics enabled the realization
of strong coupling between single emitters and single photons also in the visible spectral re-
gion [14–17]. Various types of optical resonators have been established, comprising Fabry-
Pérot (FP) resonators based on high-reflective mirrors or fiber facets, photonic crystal cavities
and whispering-gallery-mode (WGM) microresonators [18]. Among these, WGM resonators
have attracted considerable interest for integrated photonic applications. WGMs confine light by
means of total internal reflection in a dielectric, monolithic structure. The light then forms trav-
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eling wave modes in which light circulates around the resonator’s circumference. These WGMs
can have extremely high quality and hence photons have a long lifetime in the resonator. Since
WGM microresonators enable extremely efficient in and out-coupling of light, via frustrated
total internal reflection between the resonator and a coupling waveguide, they are promising
candidates for the implementation of new and efficient quantum and photonic applications [19].
Furthermore, they are inherently integrated and are compatible with standard chip-fabrication
techniques [20], and thus promise to be easily scalable and integrable into existing technologies
and future integrated optical circuits.
Due to the strong confinement in these new resonator types, light exhibits strong transversal
field gradients on the order of the wavelength, thereby inducing strong longitudinal polarization
components. This longitudinal polarization gives rise to a correlation between the propaga-
tion direction of the light and the local polarization, known as spin–momentum locking [21].
Recently it has been realized that this effect can be used to implement chiral, i.e. direction-
dependent, light–matter interaction [22]. This new paradigm of light–matter interaction has far
reaching consequences and enables a plethora of interesting new applications.

In this thesis, we investigate the implementation of fiber-integrated nanophotonic devices
employing effects from the realm of CQED. In order to enable high efficient, i.e. low pho-
ton loss, operation of these devices, we employ a bottle microresonator (BMR) – a novel type of
WGM resonators – as key element in our experiments. Due to its ultra high quality, small volume
and efficient coupling to an nanofiber waveguide, the BMR is a powerful tool for nanophotonic
applications. In our experiment, the light that circulates in the resonator is interfaced with sin-
gle rubidium atoms, realizing strong light–matter interaction, which we then use to implement
different photonic protocols.
The thesis is organized in the following manner: First the basic properties of strongly confined
light fields will be discussed in Ch. 2 . In particular, we will theoretically derive the emergence
of spin–momentum locking of light in the case of total internal reflection at a planar interface.
Chapter 3 is devoted to the key element of our experiment, the BMR. After a general introduc-
tion to resonators, we will derive the electric field distribution of modes supported by our BMR
and discuss their polarization properties.
In Ch. 4 a theoretical model for the description of light–matter in WGM resonators is developed.
We start from the simple Jaynes–Cummings model, and consecutively extend the model such
that it accurately describes the interaction between single multilevel atoms and WGMs. This
provides the theoretical framework for the experiments discussed in this thesis. We then study
two simplified situations, for which we can analytically solve our model. These solutions allow
us to elaborate on the chiral interaction between light and matter. This is followed by a short
description of chiral waveguides.
Chapter 5 is dedicated to the experimental setup which we employ to study the interaction
between light and matter at the fundamental level of single photons and single atoms. After
describing the hardware, we also introduce the most important experimental procedures that are
necessary for operating the experiment.
In Ch. 6 we employ the BMR, which is chirally coupled to a single atom, to realize a nonlinear
phase shifter. After analyzing the phase introduced by the presence of the atom, we investi-
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1. INTRODUCTION

gate the nonlinear behavior of the coupled atom–resonator system. By analyzing the transmitted
light, we are able to reconstruct the two-photon state. We show that our system introduces a dif-
ferent phase shift for single photons or pairs of photons. In particular, we observe the maximal
nonlinear phase shift of π at the level of single photons. Furthermore, we demonstrate that the
interaction with our system causes entanglement between two initially independent photons.
In Ch. 7 we explicitly employ chiral light–matter interaction to realize a four-port optical circu-
lator using our atom–resonator system. After characterizing its transmission properties, we also
investigate its quantum attributes. First, we show that the operation direction of the circulator
can be controlled by the internal state of the atom, which in principle allows one to create su-
perposition states of the circulator operation. Secondly, we investigate the nonlinear response of
the device.
Finally, in Ch. 8 we summarize the results and outline possible future steps for the experiment.
In this context, we discuss an important future upgrade, which should enable us to trap single
atoms in the vicinity of our resonator.

4



CHAPTER 2
Non-transversal fields in evanescent

waves

2.1 Longitudinal fields and spin–momentum locking

In geometric and Gaussian optics it is very common to assume that the light beams are well
collimated, and thus to apply the so-called paraxial approximation. From this one derives that
the electromagnetic field oscillates solely in a plane perpendicular to the direction of propa-
gation, forming a purely transverse wave. However, this approximation fails when beams are
strongly focused or confined in transverse direction. These waves also exhibit longitudinal po-
larization components that oscillate in direction of propagation. Moreover, the longitudinal field
components are in quadrature (90◦ out of phase) with respect to the transverse component. As
a consequence, the local electric field vector rotates around an axis that is perpendicular to its
propagation direction forming a locally elliptically polarized field. Even though these effects
are well known and applied in microwave engineering [23] and they have already been describe
in 1959 for optical waves [24], they recently received a great deal of attention [25]. These
phenomena, which are now often referred to as transverse spin angular momentum (SAM) of
light, were intensively studied theoretically [26–31]. Furthermore, recent experimental advances
made it possible to directly examine and probe the local properties of light [32–35]. One impor-
tant consequence of transverse SAM is spin–momentum locking (SML), which links the local
polarization to the propagation direction of the light [30]. Recently, this has been used for re-
alizing directional channeling of light, which was demonstrated across various optical systems,
including surface plasmon polaritons [36–39], tightly focused Gaussian beams [40], nanofiber
waveguides [41,42], nanobeam waveguides [43] and photonic crystal waveguides [44,45]. How-
ever, the far-reaching consequences these local field properties have on the interaction of light
and matter were often not taken into account [46].
In this chapter, we will give a short introduction on this transverse SAM of light and discuss its
origin by introducing a intuitive explanation, that covers the essence of this phenomena. Then,
we will discuss the emergence of transverse SAM in so-called evanescent fields, that occur when
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2. NON-TRANSVERSAL FIELDS IN EVANESCENT WAVES

light undergoes total internal refection at a planar interface. This system is of particular interest,
since it resembles the situation we encounter in our experiment very well. In the context of
transverse SAM, we obtain the key result of this chapter, being the concept of SML.

2.1.1 From gradients to longitudinal fields

Any electromagnetic wave is fully described by Maxwell’s equations. In particular, the electric
fieldE has to fulfill Gauß’s law, which in a charge- and current-free dielectric media is given by

divE = 0 . (2.1)

We now consider a monochromatic beam with frequency ω propagating in positive y-direction
whose electric field is given by E = E exp i(ωt− |k|y) + c.c., where E = (Ex, Ey, Ez) is the
vector amplitude of the field and k its wave vector. In addition, we assume that E varies only
slowly along the y-direction, thus

∂E/∂y ≈ −i|k|E exp i(ωt− |k|y) + c.c. . (2.2)

From Gauß’s law we then obtain the longitudinal component

Ey ≈ −i
λ

2π

(
∂Ex
∂x

+
∂Ez
∂z

)
. (2.3)

Equation (2.3) shows that a strong longitudinal polarization component will occur as soon as the
amplitude of the transverse field component varies on the length scale of |k|−1 = λ/2π. The i
in Eq. (2.3) imposes that the longitudinal field component is in quadrature to the transverse field
components, i.e. has a phase retardation of π/2. Together with the transverse field components
the light is thus elliptically polarized. When the longitudinal and the transverse field components
have the same amplitude, i.e |Ey|=

√
|Ex|2 + |Ez|2, the local polarization is perfectly circularly

polarized
There is a large variety of situations that feature strong gradients and thus show longitudinal
polarization components. This includes tightly focused Gaussian beam but also two-wave inter-
ference and most importantly evanescent fields. In addition, it is also observed in near-fields of
plasmonic systems or photonic crystal wave-guides.

2.1.2 Transverse spin angular momentum of light

Already at the beginning of the 20th century, Pointing suggested to assign angular momentum
to circularly polarized light [47]. Today, we distinguish two kinds of optical angular momenta:
Orbital angular momentum and spin angular momentum (SAM). The first is usually associated
with patterned light beams, such as beams with Laguerre-Guassian amplitude distribution [48],
or displaced beams [49]. Light with circular or elliptical polarization posses SAM, where the
vector of the angular momentum is perpendicular to the plane in which the field rotates. In
general, the SAM can be quantified by the local spin density, which is defined as [50]

S = Im[ε0E
∗ ×E + µ0H

∗ ×H]/4ω , (2.4)

6



2.1. Longitudinal fields and spin–momentum locking

Figure 2.1: In order to illustrate the difference between transverse and longitudinal angular
momentum of light we schematically show the electric field vectors (blue) for a given time along
the wave’s propagation direction (y-direction) for the two cases. a) For the case of longitudinal
spin angular momentum, the field rotates about an axis parallel to the direction of propagation.
This situation occurs, e.g. for a circularly polarized plane wave. b) For the case of transverse
spin angular momentum, the field rotates in a plane spanned by the propagation direction and a
transverse vector. In both diagrams the gray plane indicates the plane in which the field rotates.
The red arrow represents the wave vector k, and thus the propagation direction, while the green
arrow indicates the local spin of the electric fieldS, which is either a) parallel or b) perpendicular
to k.

for light with frequency ω and where ε0 (µ0) are the vacuum permittivity (permeability). In
Eq. (2.4), we discriminate two contributions: The first part corresponds to the electric field
induced spin density and the second to the magnetic field induced spin density. For a circularly
polarized plane wave propagating in y-direction, the electric as well as the magnetic fields are
purely transverse, and their field vectors rotate in a plane perpendicular to it. Thus, the spin
density points along the propagation direction and one speaks of a longitudinal SAM, i.e. |Sl|=
|Sy| > 0 and |St| = |Sx + Sz| = 0 (see Fig. 2.1a). From Eq. (2.4), we see that the transverse
electric spin density vanishes as long as we have only transverse field components. However,
for a wave that exhibits a longitudinal electric field component, which has a phase lack of, e.g.
π/2, we obtain a non-vanishing transverse spin density vector, i.e. |St|>0 (see Fig. 2.1b). Thus,
we can associate the elliptical polarization which stems from the additional longitudinal electric
field component with a transverse SAM [21, 33, 50].
In the framework of this thesis, we are mainly interested in coupling light to emitters that have
strong electric dipole transitions. Thus, the properties of the electric field are of major concern to
us. In the following, we limit our discussion to the electric part of the spin density. Nonetheless,
the generalization to its magnetic counterpart is straightforward.
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2. NON-TRANSVERSAL FIELDS IN EVANESCENT WAVES

2.1.3 Spin–momentum locking of light

The most important feature of the transverse SAM is its inherently linked to the propagation
direction. If we reverse the propagation direction, the sense the field vector rotates changes, and
thus the SAM flips. The inversion of propagation direction corresponds to changing the sign of
the wave vector, i.e. k→ −k. From Eq. (2.3), we see that this also changes the sign of the longi-
tudinal field component, and thus the rotation sense of the local polarization. For a wave propa-
gating in positive y-direction (k>0), that has equal amplitudes for its longitudinal and transverse
field components, we obtain perfectly circularly polarized light, Eσ+ = |E|(ex + iey)/

√
2. In

contrast, if we reverse the propagation direction (k< 0) we recover the orthogonal circular po-
larization, Eσ−= |E|(ex − iey)/

√
2. This is a direct consequence of time reversal symmetry of

Maxwell’s equations. The reversal of time, i.e. t 7→ −t, can be substituted by inverting the wave
vector, k 7→ −k and taking the complex conjugate of the electric field amplitude, E 7→ E∗. For
our case, this implies Eσ+ = (Eσ−)∗. In terms of the photon SAM, the waves propagating in
±y-direction, i.e. k ≶ 0, will have opposite transverse spin St ≶ 0. Thus, this effect is often
referred to as SML of light.

2.2 Total internal reflection and evanescent fields

For the particularly important case of evanescent fields at a planar interface, we can derive an
analytical expression for the transverse and the longitudinal field components, which is done in
the following.
The behavior of the transmitted and reflected waves at a planar interface largely depend on the
polarization of the incident wave. In general, we can distinguish two different cases: transverse
electric (TE) and transverse magnetic (TM) polarization. For the case of TE polarization, the
electric field oscillates perpendicular to the plane of incidence, which is spanned by the incident
wave vector and the normal to the surface of the interface (see Fig. 2.2). For TM polarization, the
magnetic field oscillates perpendicular to the plane of incidence, and consequently the electric
field oscillates in the plane of incidence. Thus, only TM waves allow electric field components
which are parallel to the propagation direction. For that reason, we will focus our treatment to
this particular input polarization.

2.2.1 Planar dielectric interface

Let us consider a plane wave of arbitrary polarization with frequency ω that propagates in the
xy-plane and encounters a boundary between two dielectric media with refractive indices n1 and
n2 at x = 0, as depicted in Fig. 2.2. The electric field at a given time t in both media at position
r = (x, y, 0) is given by [51]

E(r, t) = E(r) · e−iωt =

{
(E in · eikin·r + E ref · eik ref·r) · e−iωt for x ≤ 0

E trans · ei(ktrans·r−ωt) for x > 0
, (2.5)

where E(r) = (Ex, Ey, Ez) is the time independent vector amplitude of the electric field. In the
region x ≤ 0, the wave is a superposition of an incident wave E in · eikin·r and a reflected wave
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2.2. Total internal reflection and evanescent fields

Figure 2.2: Electric field vectors E for light incident on the interface between two dielectrics
with refractive indices n1 and n2 at x = 0. The wave impinges on the interface under an angle Θ
and is refracted in the second dielectric under an angle Θ′. We discriminate three different waves,
the incident, the reflected and the transmitted, for which the corresponding electric field vectors
are E i, where the index i ∈ {in, ref, trans}. Their propagation directions are indicated by the
wave vectors ki (red arrows), which all lie in the plane of incidence (gray plane). We consider
an incoming plane wave of arbitrary polarization which can be decomposed into components
parallel to the plane of incidence E‖in = Exex+Eyey and perpendicular to the plane of incidence
E⊥in = Ezez . The amplitudes and phases of all polarization components can be calculated using
Eqs. (2.7-2.9).

E ref · eikref·r. In contrast, for x > 0, there only exists a single contribution, that is the transmitted
wave E trans ·eiktrans·r. The complex amplitude vectors of the electric field can be obtained directly
by applying boundary conditions at the interface. For the electric field, we discriminate two
polarization components: E‖i which lies in the plane of incidence, and E⊥i that is perpendicular
to the plane of incidence, where the index i ∈ {in, trans, ref}. In this nomenclature, E‖i and E⊥i
correspond to TM and TE polarization, respectively. An incoming field of arbitrary polarization
with field amplitude E0 can be decomposed into TE and TM polarization by

E‖in = E0 cosφ and E⊥in = E0 eiζ sinφ , (2.6)

where φ determines their relative amplitude and ζ their relative phase (see Fig. 2.2). Using
Eq. (2.6), the complex electric field vector of the incoming wave can be expressed in Cartesian
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2. NON-TRANSVERSAL FIELDS IN EVANESCENT WAVES

coordinates as

E in =


E‖in sin Θ

−E‖in cos Θ

E⊥in

 , (2.7)

where Θ is the angle of incidence. From Fresnel equations we obtain [51]

E ref =


E‖in sin Θ n2 cos Θ−n1 cos Θ′

n2 cos Θ+n1 cos Θ′

E‖in cos Θ n2 cos Θ−n1 cos Θ′

n2 cos Θ+n1 cos Θ′

E⊥in
n2 cos Θ′−n1 cos Θ
n2 cos Θ′+n1 cos Θ

 , (2.8)

E trans =


−E‖in sin Θ′ 2n1 cos Θ

n2 cos Θ+n1 cos Θ′

−E‖in cos Θ′ 2n1 cos Θ
n2 cos Θ+n1 cos Θ′

E⊥in
2n1 cos Θ′

n2 cos Θ+n1 cos Θ

 . (2.9)

Here, we assumed the magnetic permeability µ1 = µ2 ≈ 1, which is valid for common di-
electrics. The corresponding wave vectors are

kin = n1k0


cos Θ

sin Θ

0

 , kref = n1k0


− cos Θ

sin Θ

0

 , ktrans = n2k0


cos Θ′

sin Θ′

0

 . (2.10)

In Eqs. (2.7-2.10), we have introduced the vacuum wave number k0 = 2π/λ and the angle of
refraction Θ′. The latter can be obtained from Snell’s law

n2 sin Θ′ = n1 sin Θ . (2.11)

This set of equations enables us to compute the field vector E(r, t) for any combination of
dielectrics and incidence angles at any point in space and time. Note that the angle of incidence
is defined such that positive (negative) angles, i.e. Θ>0 (Θ<0), correspond to waves incident
from the y < 0 (y > 0) half space.

2.2.2 Total internal reflection

Equations (2.7-2.10) are formally valid for arbitrary angles of incidence Θ and refractive indices
of the two media. Thus, they also correctly describe the case of total internal reflection which
occurs for Θ > Θc = arcsin(n2/n1) and n1 > n2. In the following, we replace the subscript
„trans“ with „ev “ whenever we encounter an evanescent instead of a transmitted field.
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2.2. Total internal reflection and evanescent fields

Figure 2.3: Electric field E close to a planar dielectric interface between silica and vacuum
(n1 =1.454, n2 =1 at x=0) for a plane wave with φ=0, i.e. TM polarization, as a function of
the incident angles Θ and the distance from the interface in x-direction. a) |E|2 normalized to the
input field |E0|2. b) Ratio of the field componentsR= |Ey|/|Ex|. Since we are mainly interested
in the evanescent field (x > 0 and Θ > Θc), we discard values larger than one which can occur
for x < 0 and Θ < Θc in this plot (indicated in gray). c) & d) Absolute value of the electric
field component perpendicular or parallel to the interface, Ex or Ey, respectively, normalized to
the incident electric field amplitude E0. In all plots the dashed line corresponds to the critical
angle Θc=43.5◦ and the dotted line represents the Brewster’s angle ΘB=34.5◦.

Formally, if the angle of incident is larger than Θc, then sin Θ′ is real, and cos Θ′ becomes
imaginary. Using Snell’s law we can rewrite the latter as

cos Θ′ = i

√(
n1

n2

)2

sin2 Θ− 1 = i ξ . (2.12)
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Inserting this term into the wave vector of the field in the second medium kev(= ktrans), its x-
component becomes imaginary. This gives rise to an exponentially decaying evanescent field
in x-direction. The attenuation length can be directly calculated by inserting Eq. (2.12) into
Eq. (2.5) and is given by

δ =
1

n2 k0
ξ . (2.13)

This decay length is proportional to the wavelength and decreases with increasing angle of in-
cidence. The remaining real part of the wave vector, which defines the propagation direction in
the evanescent field, is

kyev = n1 k0 sin Θ . (2.14)

In the evanescent field, the factor eiktrans·r thus can be expressed as e−x/δei k
y
ev y. The term cos Θ′

also appears in the expression for field amplitudes of the reflected and evanescent (transmitted)
wave, E ref and Eev(= E trans). This gives rise to a phase shifts of the respective waves. For an
incoming beam of finite size, this phase shift causes an apparent longitudinal displacement of
the reflected beam, known as Goose Hänchen shift [52]. In addition, a transverse displacement
occurs for both reflected and transmitted beam, as first predicted by Fedorov [53].
As we are interested in longitudinal electric field components, which can only occur for TM
incoming waves, the following discussion is limited to this case, i.e φ = 0. In Fig. 2.3 and
Fig. 2.4, the two electric field components of a TM polarized incoming wave, Ex and Ey, their
ratio R = |Ey/Ex| and the absolute value squared of the total electric field |E|2 = |Ex|2 +
|Ey|2 are plotted as a function of the incident angles and the distance from the interface, for
the case of an interface between silica and vacuum. The electric field in the dielectric (x <
0) shows amplitude modulation due to interference of the incoming and reflected wave. This
interference pattern undergoes a phase jump when crossing the Brewster’s angle, i.e. ΘB =
arctan(n1/n2) and disappears for this angle, as the reflected wave vanishes. When increasing
the angle of incidence, the wave vector kx also increases. Thus, the period of the interference
pattern increases as the incidence angle approaches π/2. For angles smaller than Θc the field
in the vacuum (x > 0) is a propagating wave without amplitude modulation. For angles larger
than Θc, however, the transmitted field turns into an evanescent field that exponentially decays
with x. Both the decay length and the amplitudes at the surface decrease with increasing Θ.
However, the latter stems from the fact that the mode volume is not defined for a plane wave and
we normalize the amplitudes by E0.
When we compare the two field components of the evanescent field, Eev

x and Eev
y , we see that

while the total field amplitude drops as we increase the angle of incidence, the two components,
become almost of equal size. This becomes evident when looking at the ratio R between the
two field components which can be expressed in terms of the attenuation length δ and the wave
vector kyev as

Rev =

∣∣∣∣Eyev

Exev

∣∣∣∣ =
∣∣∣kyev δ

∣∣∣−1
=

√
1−

(
n2

n1 sin Θ

)2

. (2.15)

Interestingly, Rev does not depend on the lights wavelength and is only determined by the re-
fractive indices of the two dielectrica involved and the angle of incidence. From Eq. 2.15, we
see that for faster decaying fields the longitudinal field component becomes stronger. This is
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2.2. Total internal reflection and evanescent fields

in agreement with or previous result, where we stated that the longitudinal field component is
proportional to the transverse field gradient (cf. Eq. (2.3) ). For the limiting case of grazing
incidence, the ratio between the two field components approaches its maximum value

Rev|Θ→π/2 =

√
1−

(n2

n1

)2
. (2.16)

For the case of an interface between silica and vacuumRev ≤ 0.72.

2.2.3 Polarization properties and spin–momentum locking

In the following chapter, we want to study the interaction between light and matter. Therefore,
we are interested in the overlap of the local field with the eigenpolarization of the emitters.
For waves moving in positive and negative y-direction, we introduce the complex valued field
overlap

αi =
E+ · e ∗i
|E+|

and βi =
E− · e ∗i
|E−|

, (2.17)

respectively, with i ∈ {σ+, π, σ−}. Here, we use the electric field vector E± for waves that
effectively travel in ±y-direction, i.e. incident from the y ≶ 0 half space or Θ ≷ 0. In addition,
we defined eσ+ = (ex + iey)/

√
2, eσ−= (ex − iey)/

√
2 and eπ =ez , using the Cartesian unit

vectors ex, eyand ez . For the example of a TM plane wave impinging on a planar interface, the
quantities |ασ± |2 and |βσ± |2 are shown in Fig. 2.5 as a function of the incidence angle and the
position along x .
For the evanescent field, the fact that cos Θ′ is purely imaginary also imprints a fixed phase
difference of π/2 between the two field components (see Eq. 2.9). Thus, the evanescent field is
elliptically polarized. The overlap with circular polarization is then given by

|αev
σ± | = |β

ev
σ∓ | =

1±Rev√
2(1 +R2

ev)
. (2.18)

For the case of an interface between silica and vacuum and gracing incidence, we obtain |αev
σ+ |2 =

|βev
σ− |

2 = 0.97 and |αev
σ− |

2 = |βev
σ+ |2 = 0.03, i.e. the evanescent field is almost perfectly circu-

larly polarized. Note that, the electric field inside the first dielectric (x < 0) can locally exhibit
perfect circular polarization.

As in the previous section, we can associated the elliptical polarization with a SAM of light.
For TM polarization, the only nonzero component of the SAM is Sz , which in the case of total
internal reflection is transverse to the effective propagation direction of the wave. Sz is shown
in Fig. 2.5a as a function of the position x and the incidence angle Θ. The key feature of the
transverse SAM is that it flips sign when the propagation direction is reversed, which gives rise
to SML. In Fig. 2.5a this becomes evident when comparing the spin density for propagation
in +y-direction, i.e. Θ > 0, with propagation in −y-direction, i.e. Θ < 0. SML implies that
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Figure 2.4: Polarization properties of a TM polarized wave incident from the negative y half
space onto an interface between silica (n1 = 1.454) and vacuum (n2 = 1). Figures a) and b)
show the amplitude and phase of the transverse Ex (blue) and longitudinal Ey (red) polarization
component as a function of the distance from the interface, for two different angles of incidence.
The first angle is close to gracing incidence, Θ = 87◦, and the second is closer to the critical
angle, Θ = 60◦. c) The ratio between the two field components R = |Ey/Ex|. d) The polariza-
tion overlap of the local field with σ+ (red) and σ− (blue) polarized light. e) The overlap of two
counter-propagating fields O. f) The z-component of the spin density, which is normalizes such
that the maximal value of each curve shown equals to one. In c)-f), the solid line corresponds to
Θ = 87◦ and dashed line to Θ = 60◦.
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2.2. Total internal reflection and evanescent fields

Figure 2.5: Illustration of the spin–momentum locking: a) Electric spin density Sz normalized
such that its maximal values gives ±1. b) & c) Overlap of the local field with σ+- and σ−-
polarized light, |ασ± |2 and |βσ± |2, as a function of the distance to the interface and the incidence
angle for the same setting as in Fig. 2.3. Here, positive (negative) angles of incidence, correspond
to waves incident from the y < 0 (y > 0) half space. The dashed and dotted line indicate the
critical angle Θc and the Brewster’s angle ΘB , respectively. The fact that the transverse spin
also change its sign under inversion of propagation direction is a direct manifestation of SML.
Note that in the second media (x > 0) the overlaps are independent of x.

the field overlap with (+)-circular polarization is close to 1 for one propagation direction, i.e.
|ασ+ |2 ≈ 1 for one propagation direction, and close to 0 for the opposite propagation direction,
i.e. |βσ+ |2 ≈ 0, and vice versa for the overlap with (−)-circular polarization (see Fig. 2.5b and
Fig. 2.4d). Furthermore, for our qunatization axis along z, αi and βi fulfill the following rela-
tions |ασ+ |2 = |βσ− |2, |ασ− |2 = |βσ+ |2 and |απ|2 = |βπ|2. In addition, the three polarization
states form a complete basis set and thus |ασ+ |2 + |ασ− |2 + |απ|2 = 1. For the case of TM
polarization, this simplifies to |ασ+ |2 = 1− |ασ− |2.

Since the polarization depends on the propagation direction, the polarizations of two counter-
propagating waves are no longer independent. We can quantify their polarization overlap by
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introducing

O =
|E+ · (E−)∗|2

|E+|2|E−|2
= |Σi α

∗
i β
∗
i |2 . (2.19)

If two counter-propagating waves have orthogonal local polarization, this value becomes zero,
indicating maximum correlation between propagation direction and polarization. Thus, O < 1
is a clear indication for SML. However, if both waves have the same local polarization their
overlap is 1, and they exhibit no SML. In Fig. 2.4, the overlap O together with other quantities
describing the polarization at the dielectric interface are plotted as a function of the distance to
the interface for two exemplary incidence angles. In the evanescent field the overlap is given by

Oev =

(
1−R2

ev

1 +R2
ev

)2

. (2.20)

For an interface between silica and vacuum and gracing incidence, the overlap in the evanescent
field is 0.1 , which indicates a high degree of SML.

In summary, we showed that strongly confined fields, such as evanescent fields, exhibit lon-
gitudinal field components which oscillate in quadrature to the transverse components. This
gives rise to an elliptical local polarization and a transverse SAM of light. The sign of the trans-
verse SAM, and thus the light’s polarization, depends on the propagation direction of the wave,
which is also known as SML. This phenomena lies at the heart of the experiments presented in
the following chapters.
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CHAPTER 3
The bottle microresonator

High quality optical resonators are being used across a wide range of fields, including quantum
information processing, nonlinear optics, cavity optomechanics and telecommunications. [18]
In particular, whispering-gallery-mode (WGM) resonators are attractive for many technical ap-
plications [19]. These resonators confine light along the surface of dielectric structures by con-
tinuous total internal reflection. This enables monolithic resonators of very high mechanical sta-
bility, with high quality factors and low mode volume. In addition, light can be coupled in and
out of the resonator extremely efficiently via the near field, which is very beneficial for practical
applications. WGM resonators are nowadays used for tunable filters [54], modulators [55] or mi-
crolasers [56] . In addition, one can harvest the resonator enhancement of nonlinear effects [57]
to enable higher harmonic generation [58] or optical frequency combs [59], for example. Fur-
thermore, narrowband photon pair sources [60] and all-optical switching [61] [62] has been
realized. By measuring frequency shifts or broadening of their resonances, WGM resonators
can be employed for high performance sensing of, e.g. forces , electric- and magnetic-fields or
biomolecules [63]. WGMs resonators are also very successfully employed in fundamental stud-
ies including quantum chaos [64,65], parity–time symmetry breaking in optical systems [66,67],
the quantum limit of optomechanics [68] and cavity quantum electrodynamics (CQED). In the
latter, WGMs are coupled to single emitters, which recently has been employed for the realiza-
tion of photon routers [69–71] and a single photon substractor [72].

In this chapter, we will first discuss the most important properties of optical resonators. This
is followed by a short introduction to WGMs in dielectric structures. The remainder of this chap-
ter covers the specific properties of the bottle microresonator (BMR), a special type of WGM
resonators, which is the key element of the experiments described in this thesis. We introduce an
analytic model that enables us to compute the mode structure of BMRs. In particular, we focus
on the polarization properties of WGMs which are of utmost importance when coupling light
that circulates in the resonator to matter.
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3.1 Resonator properties

A key attribute of optical resonators is to keep the light for a long time in its mode before it is
dissipated. This property can be quantified using the finesse

F =
2π

Ltot
, (3.1)

which gives a measure of how many round trips the light travels before it is lost from the res-
onator, where Ltot is the incoherent round trip loss. For the classical textbook example of an
optical resonator, the Fabry-Pérot (FP) resonator, the finesse can be obtained straightforwardly.
In its basic implementation, a FP resonator consist of two mirrors with power reflectivityR close
to one. On the one hand, light can exit the resonator by being transmitted through one of the
mirrors, which then can be used to study the system’s properties. On the other hand, there is also
absorption and scattering in the mirror material which introduce incoherent losses. Assuming
that the losses arise solely from the mirrors themselves, the round trip losses for a symmetric
FP resonator are LFP

tot = 2(1 − R), which is independent of the round trip length L. Thus, the
finesse can be expressed as FFP = π/(1−R).
A different way to quantify the quality of a resonator is to use the so called quality factor1

Q = ω τ =
ω

2κ
=
ω LF
2π c

, (3.2)

which compares the life time τ (or the energy decay rate 2κ) of the light stored in the resonator
with its frequency ω. The quality factorQ is a very commonly used figure of merit for describing
oscillatory systems, not only in the optical domain. When expressed in terms of F , Q explicitly
depends on the round trip length L of the resonator. For FP resonators, this means that Q is
in principle unbound since the distance between the mirrors can be arbitrarily enlarged without
introducing further losses. State of the art FP resonators achieve F > 106, corresponding to
Q > 107 for near infrared light and a spacing between the mirrors L = 40 µm [75].
Compared to FP resonators, WGM resonators are conceptually different. These resonators are
formed by monolithic dielectric structures that confine the light by means of total internal re-
flection. The losses are mainly caused by material absorption or surface roughness. Therefore,
the losses accumulate over distance which causes Ltot to depend on the round trip length L, and
thus the geometry of the resonator. Using low absorption dielectrics, such as silica or calcium
fluoride, and special fabrication processes allow one to realize ultra high Q in the range of 108-
1011 [20, 73]. For BMRs the best achieved quality factor was 3.6× 108 [76].
Beside the quality factor Q, the spacial confinement of the light is the second key parameter
a microresonator. In principle, the stronger the confinement the larger the enhancement of the
lights intensity in the mode. The size of the mode is usually characterized by the mode volume
V , which we define as the spacial integral of the normalized intensity distribution [77]

V =

∫
n2(r)|E(r)|2dr
|E(r)|2max

, (3.3)

1The discrepancy between the expression given here and those stated in e.g. Ref. [10,73,74] stems from different
definitions of L, which in our case is the round trip length and in these references is defined as the mirror spacing.
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where n(r) is the refractive index which depends on the position r, E(r) the local electric field
vector of the mode and |E(r)|2max its peak intensity. For various types of photonic crystal cavities
mode volume below λ3 have been achieved. However, the attempt to realize ultra small mode
volume in most cases comes at the expense of reduced quality factor Q. For example, photonic-
crystal-slab defect nanocavities reached Q = 45000 and V = 0.3 · λ3 [78] and photonic crystal
nanobeams achieved Q = 500, V = 0.89 · λ3 [79].

3.2 General CQED parameters

For the experimental realization of light–matter interaction it is favorable to increase the spatial
and temporal confinement of light. As will become evident it the following, this requires the
ratio Q/V to be maximized [18].
An atom whose transition falls within the linewidth of the resonator mode will experience an
enhanced spontaneous decay rate into the mode. The enhancement is given by the Purcell factor
or cooperativity parameter [80]

C =
3

4π2

(
λ

n

)3 Q

V
, (3.4)

which is proportional to Q/V . The modified atomic decay rate is then given by γ′=γ(1 + C),
where the free space decay rate is γ = ω3µ̃2/6πε0~c3 [81]. Here, we introduced the light’s
wavelength λ=2πc/ω, where ω is the angular frequency and c is the speed of light. The transi-
tion dipole matrix element is defined as µ̃2 = |〈J ||er̂||J ′〉|2(2J + 1)/(2J ′ + 1) (cf. App. A.1).
Since the enhancement originates from preferentially coupling to the mode of the resonator at
rate γ C, the emission is directed into this mode which has great utility for channeling the emit-
ted light. Furthermore, the probability for a photon to be spontaneously emitted into the cavity
mode is C/(C + 1) [74].
In the framework of the Jaynes–Cummings model, coherent energy exchange between an atom
and the resonator mode takes place at a rate given by the coupling strength g. It is determined
by the electric field of a single photon at the position of the atom and the electric dipole matrix
element µ̃ of the transition under investigation

g =

√
ω

2~ε0V
µ̃ ∝ 1/

√
V . (3.5)

From Eq. 3.5 it follows that smaller cavity volumes V , i.e stronger confined modes, result in
larger coupling strengths. However, in order to observe cyclic excitation, which is called Rabi
oscillation, the coupling strength has to be larger than all loss channels. Stated more quanti-
tatively, g � (γ, κ), where γ and κ are the field decay rates of the atom and the resonator
respectively. While κ is directly related with the quality factor Q (see Eq. 3.2), γ is defined by
atomic properties.
It is instructive to explore strong coupling in terms of two dimensionless parameters [82]: The
number of photons required to saturate a single atom

n0 =
γ2

g2
∝ V , (3.6)
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and the critical atom number, i.e. the number of atoms required to significantly alter the intra-
resonator field

N0 =
1

C
=
γκ

g2
∝ V

Q
. (3.7)

In order to enter the strong coupling regime, both parameters have to be smaller than one, i.e.
(n0, N0) < 1.
In a large class of applications the most important figure of merit can be expressed in terms of
C. Thus, it is preferable to fabricate resonators with large Q/V . The highest values of Q/V to
date have been reached with WGM microresonators and exceed 106(λ/n)3 [83]. It should be
noted, that for WGMs the Q/V value cannot be increased indefinitely by reducing V , since the
reduction of mode volume ultimately comes at the expense of a reduced quality factor due to
the emergence of tunneling loss [84, 85]. For the BMR used in our experiment we can estimate
a mode volume of V ∼ 900 µm3 which is approximately 5800(λ/n)3 [86]. Together with a
Q ∼ 4 × 107 [87] we obtain a ratio Q/V ∼ 7 × 104(λ/n)3, which is one order of magnitude
lower that the best Q/V reported for BMRs [76].

3.3 Optical whispering-gallery-modes

In our experiment, we employ a so-called BMR resonator [76], a special type of WGM resonator.
Other realizations of WGM microresonators include microspheres [88] or microtoroids [20].
In order to understand the working principle of a WGM resonator, it is instructive to use a
simplified picture in which the trajectory of the light inside the resonator is represented by a ray
as shown in Fig. 3.1c. Since the medium of the resonator is optically thicker than its surrounding,
the light will be totally internally reflected when the angle of incidence Θ is larger than the
critical angle Θc (c.f. Sec. 2.2.2). For a resonator with circular cross section, the initial angle
fixes the angle of all subsequent reflections, and thus the light is guided around the resonator’s
circumference. The distance the light travels in the structure between two consecutive reflection
is d=2R0 sin 2Θ, whereR0 is the radius of the resonator. For the limit of gracing incidence, i.e.
when the incidence angle approaches π/2, the light is continuously totally internally reflected
and forms so-called whispering-gallery waves, which were first described by Rayleigh for the
case of acoustic waves in the gallery of St. Paul’s Cathedral [89].
In order to form a whispering-gallery mode resonator, the resonance condition has to be fulfilled:
The resonator field has to accumulate a phase delay of an integer multiple of 2π after one round
trip in order to interfere constructively. In other words, the optical path length in the structure has
to be a multiple of the wavelength of the light. This condition fixes the resonance frequencies of
the resonator. In contrast to FP resonators, where the light is reflected at normal incidence from a
mirror and forms a standing wave mode, the eigenmodes of WGM resonators are running waves.
Another essential feature of these resonators is the emergence of evanescent fields, which enable
the coupling of light to and out of the resonator via frustrated total reflection and also allow one
to couple single emitters to the resonator modes.
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Figure 3.1: The bottle microresonator: a) Schematic of a bottle microresonator, including a
mode structure with 5 axial rings, which corresponds to a mode with axial quantum number
q= 4. b) Micrograph showing the micro tapered region of the resonator fiber. c) Total internal
reflection inside the resonator illustrated in the ray path picture.

3.4 Modes of bottle microresonators

The previous chapter dealt with the simple case of total internal reflection at a planar interface. In
our experiment, we employ a so-called BMR. The BMR is fabricated from an optical silica fiber,
which is structured into the characteristic bottle shape (see Fig. 3.1) by a heat and pull process
[90]. Total internal refection provides the radial confinement, while the small axial curvature
imposes a parabolic potential that prevents the light from escaping along the fiber direction. The
resulting axial standing wave structure exhibits a significantly enhanced intensity at the so-called
caustics, corresponding to the light’s turning points. In the following, we introduce an analytic
model which allows us to calculate the electric field distribution of BMRs.

3.4.1 Analytic approximation of bottle microresonator modes

In order to obtain an idea of the mode structure and the polarization properties of BMR modes,
we have to derive an accurate solution of the electromagnetic field for the resonator eigenmodes.
Due to their spherical symmetry, there exists a direct analytic solution for microspheres [91]. For
the prolate spheroidal bottle resonator, however, no exact derivation exists. Nevertheless, when
making a few reasonable approximations we can obtain an accurate theoretical description of
the WGM modes of a bottle microresonator. We follow the derivation which was introduced in
Ref. [77] and is described in depth in Ref. [90, 92].
Due to the cylindrical symmetry of the bottle resonator, it is useful to change to cylindrical
coordinates (radial r, azimuthal φ, axial z) as indicated in Fig. 3.1a. The electric field E and
magnetic field H of bottle microresonator modes have to respect the Helmholtz equation

(∇2 + |k|2)Ψ = 0 , (3.8)
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3. THE BOTTLE MICRORESONATOR

with Ψ=(E,H) and |k|=n · k0 =n ·ω/c=n · 2π/λ0 being the wave number of the mode with
the vacuum wave number k0, the angular frequency ω and the vacuum wave length λ0. Here, c
is the speed of light and n the refractive index of the medium in which the light is propagating.
Equation (3.8) directly follows from Maxwell’s equations in the absence of charges and currents.
We approximate the central shape of the resonator with a parabolic profile [90], which results in
a quadratic dependence of the local radius R on z:

R(z) ≈ R0

(
1− (∆k z)2

2

)
. (3.9)

The resonator profile is characterized by the maximal radius R0 at the central part of the res-
onator and ∆k which describes the curvature along the resonator axis. In the following, we as-
sume that ∆k is very small. As a consequence, the radius of the resonator R varies only slightly
along z and we can neglect the radial component of the wave vector, i.e. k ≈

√
k2
φ + k2

z . In

addition, we can obtain the axial dependence of the azimuthal wave vector kφ = k · Rc/R(z),
where Rc is the radius at the caustic position. We can rewrite the wavefunction Ψ in cylindrical
coordinates using the ansatz

Ψ = R(r,R(z)) · Z(z) · exp (imφ) . (3.10)

The radial part R still exhibits a weak dependence on z due to the small variation of the resonator
radius along its axis. In Eq. (3.10), we already inserted the solution for the azimuthal part
Φ(φ)=exp (imφ), where m ∈ Z is the angular momentum quantum number, which counts the
number of wavelengths around the resonator circumference. It should be noted, that for waves
propagating in opposite direction, the sign of the argument changes. Inserting this ansatz into
Eq. (3.8), and omitting terms like ∂2

zΦ, we obtain two separate differential equations [77](
∂2
r +

1

r
∂r +

(
mkRc

R(z)

)2

− m2

r2

)
R = 0 , (3.11)(

∂2
z + k2 −m2 1 + ∆k2z2

R2
0

)
Z = 0 , (3.12)

which can be solved independently for R and Z.2

Since we assumed a parabolic radius profile, it should not be surprising that Eq. (3.12) is equiva-
lent to the differential equation of a harmonic oscillator, for which the well known solutions are
given by [77]

Zm,q(z) = Cm,qHq

(√
∆Em

2
z

)
exp

(
−∆Em

4
z2

)
. (3.13)

Here, ∆Em = 2m∆k/R0 and Hq is the Hermite polynomial of order q with normalization
constant Cm,q = (∆Em/(π22q+1(q!)2))1/4. The axial quantum number q gives the number of

2To obtain Eq. 3.12, and in the following an analytic expression for the radial wavefunction, we approximated
the parabolic profile with R(z)=R0/

√
1 + (∆k z)2, which is well justified for our parameters, (∆k)2 � 1.
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intensity nodes in the axial intensity distribution. The implied resonance condition only allows
quantized wave numbers of the form

km,q =

√
m2

R2
0

+ (2q + 1)
m∆k

R0
. (3.14)

The radial wave equation Eq. (3.11) forms a Bessel differential equation. Therefore, the so-
lutions for the axial field components are linear combinations of the Bessel functions Jm and
Hankel functions Ym. From their asymptotic behavior and the restriction to modes that are well
localized at the resonator surface one can conclude that the solutions of the radial wave equation
will have the form [90, 92]:

Rl(r, z) =


Al · Jm

(
2π nRc
λ0R(z) · r

)
, for r ≤ R(z) ,

Bl · Ym
(

2π Rc
λ0R(z) · r

)
, for r > R(z) ,

(3.15)

where the index l represents the respective vector component. To determine the constantsAl and
Bl, we have to consider the boundary conditions of electromagnetic fields. Since the obtained
solutions have to fulfill the resonance condition, λ0 and Rc cannot be chosen independently.
This is incorporated by numerically solving the characteristic equation which is formed by the
boundary condition of two field components [90]. From this, we can determine either Rc for a
given λ0 or vice versa. The roots of the characteristic equation are labeled by the radial quantum
number p, which gives the number of intensity nodes in radial direction. In addition, this result
has to match Eq. 3.14 to give a coherent solution for both the axial and the radial wavefunction,
which then gives WGM of the BMR.
Similar to the case of reflection at a planar interface, we obtain two classes of solutions: Modes
having a electric field along z, i.e. parallel to the resonator surface, that are denominated as
transverse electric (TE), and modes with a magnetic field parallel to the surface, named trans-
verse magnetic (TM). Consequently, for TM modes (TE modes) only the field components Hz ,
Er and Eφ (Ez ,Hr andHφ) are nonzero.

In the following, we will discuss the resulting spectral behavior, the mode structure and the
polarization properties of modes calculated using this approximate model, for the geometry used
in the experiment.

3.4.2 Spectral properties

The structural parameters, such as the curvature ∆k and the central radiusR0, define the spectral
attributes of the bottle resonator. Supported modes are characterized by their radial, azimuthal
and axial quantum numbers p, m and q, respectively. The frequency difference between two
adjacent modes is called free spectral range (FSR) range and can be approximated for axial and
azimuthal modes by [77]

∆νq ≈
c∆k

2πn
∆νm ≈

c

2πnR0
. (3.16)
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For the bottle resonator geometry in our experiment, R0 = 18 µm, ∆k = 0.012 µm−1 and
n=1.454 (fused silica), this gives ∆q ≈ 0.4 THz and ∆m ≈ 1.9 THz.

3.4.3 Intensity distribution of BMR modes

From the analytic solution of the Helmholtz equation, we can calculate the field distribution
for our bottle microresonator. In Fig. 3.2a the normalized intensity distribution at the surface
is plotted for the three lowest order axial modes, q = {0, 1, 2} and the mode with q = 15. The
fundamental axial mode q=0 has a single intensity maximum, which is located at the center of
the resonator z= 0. For higher order modes the intensity oscillates along z and the number of
intensity nodes is given by q. The largest intensity of these modes is reached for the outermost
maxima on each side, called the caustics. From the caustic on, the resonator field decays rapidly
when moving further away from the resonator center in axial direction. While the fundamental
mode extends over less than 5 µm in axial direction, the extension increases for increasing q.
For example, the mode with q = 15 already extends over 30 µm. In Fig. 3.2b the normalized
intensity distribution for the first four resonances p = {0, 1, 2, 3} are shown as a function of
the distance from the surface in radial direction for both eigenpolarizations, TM and TE. The
radial quantum number p gives the number of intensity minima in radial direction. Outside the
dielectric structure (r > 0), the electric field decays exponentially, forming the evanescent field.
For TM modes, the step at the surface is due to the discontinuity of the parallel electric field
component at the boundary. Even though the intensity distribution inside the resonator changes
drastically when varying p, the amplitude of the evanescent field is almost unaffected.

3.4.4 Polarization properties of BMR modes

We have seen in the previous chapter that for the process of total internal refection of a plane
wave at a planar interface, special polarization effects such as transverse spin angular momentum
and spin–momentum locking (SML) of light can occur. Since BMRs also rely on total internal
reflection, we anticipate similar effects.
Due to its cylindrical symmetry, BMRs support two degenerate counter-propagating modes,
which we label CCW for the counter-clockwise and CW for the clockwise running wave mode.
In cylindrical coordinates, they propagate in −φ- or +φ-direction, respectively (see Fig. 3.3).
For our quantization axis along the resonator axis, i.e. ez , the polarization states eσ+ =
(er + ieφ)/

√
2, eσ− = (er − ieφ)/

√
2 and eπ = ez describe a full orthogonal basis.

For TE modes, within our approximation, only a single field component, Ez , is present. How-
ever, for TM modes a transverse, Er, and the longitudinal, Eφ, electric field component occur.
These are plotted as a function of the radial distance from the surface for p = {0, 1} in Fig. 3.4a-
b. As expected, we obtain very similar polarization properties as for the plane wave in Sec. 2.2.
Inside the resonator, we obtain an interference pattern giving p − 1 peaks in radial directional.
Along the interference pattern, the mode shows a variety of polarization states, ranging from
perfectly circular to linear local polarization. In the evanescent field, the two components have
nearly the same behavior, and their ratio R = |Eφ/Er| only slowly decreases when increasing
the distance to the surface, as depicted in Fig. 3.4c. The decrease can be explained by the fact
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Figure 3.2: Distribution of |E|2 for BMR modes along a) axial direction z and b) ra-
dial direction r, for the fundamental and several higher order modes. a) The axial inten-
sity distribution |Eax

norm|2 = |Zm,q|2 is plotted for q = {0, 1, 2, 15} and a central radius
R0 = 18.48 µm. b) The radial intensity distribution is plotted for TM (blue) and TE
(green) modes. All are normalized to give the same circulating power, i.e. |E rad

norm|2 =
|ETM|2/2π

∫∞
0 n(r)2|ETM|2r drmax(|ETM|2p=0), where |ETM|2 = |Er|2 + |Eφ|2. The modes

shown have radial quantum numbers p = {0, 1, 2, 3} and corresponding caustic radii Rc =
{18.48, 19.23, 19.84, 20.38}TM, {18.42, 19.15, 19.76, 20.30}TE µm. All resonances shown in
a) and b) are calculated for the resonator curvature ∆k = 0.012 µm−1, the refractive index
of Silica n = 1.454, the azimuthal quantum number m = 206 and the resonance wavelength
λ0 =780 nm.
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coupling fiber

resonator

C
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Figure 3.3: Schematic of a bottle resonator coupled to a tapered optical nanofiber. When send-
ing light from the right side onto the resonator, light which couples into the resonator will,
exclusively couple into the CW propagating running wave mode, which in the evanescent field
is almost perfectly σ−-polarized. If the probing direction is revered, i.e. sending light from
left onto the resonator, only the CCW mode is driven, for which we obtain an almost perfectly
σ+-polarized evanescent field.

that a WGM has not a single wave vector, but a wave vector distribution. As we have seen for the
planar interface, wave vectors corresponding to smaller angles of incidence yield a slower decay
of the evanescent field than larger angles, and at the same time the longitudinal component is
weaker for these angles. Thus, for larger distances from the surface, wave vectors with smaller
incidence angle dominate, and consequentlyR decreases. For a resonator made out of silica the
ratio close to the surface isR = 0.7, which is in good agreement with the prediction for a beam
undergoing total internal reflection under gracing incidence, see Eq. (2.16). In addition, the field
components have a fixed phase delay of π/2, giving elliptically polarized light in the evanescent
field. More quantitatively, the polarization overlap of the CCW propagating mode with perfectly
σ+-polarized light is |ασ+ | = 0.97 and with σ−-polarized light is |ασ− | = 0.03 (see Fig. 3.4d).
For light in the CW mode the evanescent field has almost perfect σ− polarization, |βσ− | = 0.97
and |βσ+ | = 0.03. Here, we have adapted the definition from Eq. (2.17) such that αi and βi
correspond to the CCW and CW propagating running wave modes of the resonator, respectively.
Again, we can associate a spin angular momentum (SAM) with this elliptical polarization. The
only non-vanishing electric spin component is Sz , which is orthogonal to the propagation direc-
tion of the running wave modes, which is given by eφ. Sz is plotted in Fig. 3.4f as a function
of the distance to the surface. In analogy to the case of a planar interface, the sign of the longi-
tudinal field component, and thus the sign of the local spin density, depends on the propagation
direction of the light in the resonator, i.e. the resonator field and in particular the evanescent
field exhibits SML.
Due to their large degree of SML, two counter-propagating TM modes are almost orthogonally
polarized. Thus, even when we excite two counter-propagating modes, they do not form a stand-
ing wave, but a polarization gradient field [93, 94]. Thus, the local polarization is always linear
and the direction of polarization rotates a full turn every wavelength. We can compute the local
overlap of two counter-propagating modes for our resonator geometry using Eq. 2.19, which
is shown in Fig. 3.4. For the evanescent field close to the surface we obtain O = 0.1. When
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superimposing two counter-propagating modes of equal amplitude, they will interfere and the
contrast of the intensity modulation is given by Imax − Imin =

√
O.

For the approximate derivation of the resonator modes the assumption that the electromagnetic
fields do not vary significantly along the resonator axis was required. In order to show that this is
a valid approximation for the prolate spheroidal BMR, we numerically calculate the full vecto-
rial field distribution for our resonator geometry. For this purpose, we employ the finite element
solver software COMSOL. In Fig. 3.5, the electric field along the resonator surface in axial di-
rection is depicted for the two lowest order axial TM-modes, q = 0 and q = 1. In contrast to the
analytic approximation, a small field component in axial direction emerges, Ez 6= 0. In addition,
we plot the ratio between the desired transverse and the longitudinal electric field component
and the overlap of the local electric field with perfect circular polarization. From these plots it
becomes evident, that even when taking into account the finite curvature the special polarization
properties remain unchanged along the resonator axis.

In summary, in the whole region of non-vanishing electric field, the polarization properties of
the evanescent field can in very good approximation be considered constant (|ασ+ |2 = |βσ− |2 =
0.97, |ασ− |2 = |βσ+ |2 = 0.03 and O = 0.1). This results in a very high degree of SML in the
evanescent field of TM polarized resonator modes. In the following chapter, we will discuss in
detail how we can incorporate the polarization properties into the mode we use to describe the
light–matter interaction and how these affect the nature of the interaction.
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Figure 3.4: Polarization properties of the electric field for the two lowest radial TM modes of
the bottle microresonator, p = 0 and p = 1. a) & b) The amplitude and phase of the transverse
Er (blue) and longitudinal Eφ (red) electric field components as a function of the distance from
the resonator surface. The electric fields are normalized to the maximum value of |ETM|p=0. c)
The ratio between the two field components R = |Eφ/Er|. d) The polarization overlap of the
local field of a counter clockwise running wave mode with σ+ (red) and σ− (blue) polarized
light. e) The polarization overlap O of two counter-propagating modes. f) z-component of the
spin density Sz . In panel c)-f) the solid lines correspond to p = 0 and dashed lines to p = 1,
respectively.
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Figure 3.5: Polarization properties of the electric field for the two lowest axial modes of the
bottle microresonator, a) q = 0 and b) q = 1, obtained from numerical simulations. The top
panels show the amplitude of all polarization components Er (blue), Eφ (red) and Ez (green)
along the resonator surface. The electric field components are normalized to the maximum
value of |Er|. The lower panels depict the ratio R = |Eφ/Er|, the polarization overlap of the
local field of a counter clockwise running wave mode with σ+ (red) and σ− (blue) polarization
and the overlap of two counter-propagating modes O.
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CHAPTER 4
Interaction between light and matter in

WGMs

The description of the interaction of light and matter in high finesse cavities is generally re-
ferred to as cavity quantum electrodynamics (CQED) [11]. This field of research was founded
by the theoretical predictions made by Jaynes and Cummings in 1963 [95]. First experimen-
tal realizations relied on superconducting microwave cavities and thermal atomic beams [96].
This system was successfully used for a variety of ground breaking experiments, including the
implementation of a single-atom maser [96], the observation of the first vacuum Rabi oscilla-
tions [97], nondestructive photon detection [98], fundamental studies of entanglement [99] and
the generation of non-classical states of light, such as Schrödinger cat states [100] or photon
Fock states [101]. Since then, the development of low-loss, dielectric reflection coatings en-
abled the fabrication of high finesse cavities also in the optical regime [75]. The most common
type of resonators are of Fabry-Pérot (FP) type which confine the light between two highly re-
flective mirrors. Furthermore, important technological advances made it possible to trap and
cool single atoms such that they can be precisely positioned in the resonator field, enabling a
stable coupling in FP resonators [102]. This enabled one to investigate the interaction between
light and matter in numerous outstanding experiments in the optical domain at the level of in-
dividual atoms [10]. Some major achievements of this thriving research field are the realization
of nondestructive photon detection [103], deterministic single photon sources [104, 105], single
photon routing [106] and basic building blocks of future quantum networks and tools for quan-
tum information processing [107–109]. Since then, FP resonators have been further optimized,
for increasing the light–matter coupling by, e.g., reducing the mode volume through implement-
ing fiber-based cavities [74].
In the mean time, advances in micro- and nanofabrication made completely different resonator
designs possible. On the one hand, the field of photonic crystal cavities emerged which com-
bined moderate quality factors with extremely small mode volumes [110]. On the other hand,
whispering-gallery-mode (WGM) resonators were devised [20, 76]. These resonators comprise
ultra high quality factors with small mode volumes having the additional advantage of almost
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lossless in- and outcoupling of light via frustrated total internal reflection [111]. This is an essen-
tial requirement when proceeding from proof-of-principle demonstrations to applicable devices
that rely on low photon loss. In addition, most WGM resonator setups are inherently fiber inte-
grated and are compatible with on-chip integration [20]. This makes large scale fabrication and
integration feasible, which is hard to achieve with bulk systems, such as FP resonators. WGM
resonators have been successfully employed for realizing strong light–matter coupling [17, 46]
which enabled the demonstration of photon routers [69–71, 112].
However, the strong confinement in, e.g., photonic crystals and WGM resonators, is accompa-
nied by strong transverse field gradients on the sub-micrometer scale. It was shown in Ch. 3
that these strong gradients give rise to special polarization effects, such as longitudinal field
components and spin–momentum locking (SML) of light. These effects have been ignored for
quite some time when considering the interaction between light and matter. Only recently, the
necessity of including the full vectorial description of the light field when coupling it to matter in
WGM resonators was pointed out in Ref. [46]. Most importantly, these polarization components
gives rise to a chiral, i.e. direction-dependent, light–matter interaction, and paves the way for
many interesting new applications in the realm of chiral quantum optics [22].

In this chapter, we will first introduce the basic idea of light–matter interaction using the
simple model of a single two level atom coupled to a single mode of the quantized field, in-
troduced by Jaynes and Cummings. In the following, we will extend this model by introducing
further degrees of freedom and coupling the system of interest to the environment. This will lead
to a model that fully describes the interaction between a single multilevel atom and a WGM res-
onator. Furthermore, we will discuss two instructive examples for a simplified situation which
very accurately describes the situation we encounter in our experiment. Finally, we will interpret
these results in the context of chiral waveguides.

4.1 Jaynes–Cummings Model

The coherent exchange of energy between a single atom and a single optical mode lies at the
heart of quantum optics. In free space, the large number of surrounding modes usually leads to
irreversible loss of energy due to spontaneous emission. By introducing a cavity, the density of
modes can be modified such that the interaction of the atom with the resonator modes dominates
over the interaction with all other modes. Then the emission process becomes reversible and an
emission and re-absorption process can be observed. This is often referred to as vacuum Rabi
oscillations.
A fully quantum mechanical formalism to theoretically describe this behavior was first intro-
duced by Jaynes and Cummings in 1963 [95]. They considered the interaction between a single
two level atom, which resides either in its ground state |g〉 or excited state |e〉, and a single quan-
tized mode of the electromagnetic field. The field is described by its bosonic creation operator
â† and annihilation operator â. When the creation operator is applied n times to the vacuum
state, we obtain the n-photon Fock state |n〉 = (â†)n/

√
n+ 1 |0〉. The coherent evolution of

the system is governed by the Hamiltonian, which consists of three parts. The first part describes
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Figure 4.1: a) Eigenfrequencies of the lowest (n = 0) dressed states as a function of the atom-
light detuning ∆AL = ωA − ωL. The dashed lines correspond to the bare states and solid
lines to the dressed states, where the color gradient corresponds to the relative amplitudes of
the bare states. For large detuning the dressed states approach the bare states. At zero detuning
ωL = ωA = ω the eigenfrequencies undergo an avoided crossing with a splitting of 2g. b)
Eigenfrequencies of the bare and dressed states for zero detuning, ω = ωA = ωL, for different
numbers of excitations. For the dressed states the eigenfrequencies form an anharmonic ladder,
often referred to as Jaynes–Cummings ladder.

the quantized single mode light field, which for zero ground state energy can be written as

ĤL = ~ωLâ†â , (4.1)

where ωL is the light’s frequency. The second term specifies the free atom

ĤA =
1

2
~ωAσ̂z . (4.2)

Here, we have introduced the transition frequency between the ground and excited state ωA and
the atomic inversion operator σ̂z = |e〉〈e| − |g〉〈g|. The interaction between the atom and the
field can be written in the dipole and rotating wave approximation as

ĤI = ~ g(â†σ̂− + âσ̂+) , (4.3)

where we have introduced the atomic raising and lowering operators, σ̂+ = |e〉〈g| and σ̂−= |g〉〈e|
respectively. In addition, we have defined the coupling strength g, which is proportional to the
field strength per photon at the position of the atom (cf. Eq. (3.5)). The total Hamiltonian,
Ĥ = ĤL + ĤA + ĤI , only couples the states |e, n〉 ↔ |g, n+ 1〉, which are often referred
to as bare states. It is straight forward to diagonalize the Hamiltonian, yielding the following
eigenenergies

E±,n =
~
2

(
(2n+ 1)ωA ± Ωn

)
, (4.4)
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where we have introduced the quantum Rabi frequency Ωn =
√

4g2(n+ 1) + ∆2
AL, with the

detuning between the atomic transition and the light field ∆AL = ωA − ωL . The eigenstates
associated with the energy eigenvalues are the so-called dressed states

|n,+〉 = cos(φn/2) |g〉 |n+ 1〉+ sin(φn/2) |e〉 |n〉 (4.5)

|n,−〉 = − sin(φn/2) |g〉 |n+ 1〉+ cos(φn/2) |e〉 |n〉 , (4.6)

where φn is defined through tanφn = 2g
√
n+ 1/∆AL. In Fig. 4.1a, the lowest lying dressed

states |0,±〉 are plotted as a function of the atom–light detuning. If the light field is tuned to
the atomic resonance ωL=ωA, such that ∆AL=0, the eigenenergies undergo an avoided cross-
ing with an on-resonance energy splitting of ~g

√
n+ 1. For the lowest excitation, i.e. n= 0,

the energy splitting between the dressed states is 2g, often referred to as vacuum-Rabi splitting.
On resonance, the eigenenergies reduce to a simple form and yield the anharmonic Jaynes–
Cummings ladder shown in Fig. 4.1b.
This easy model already describes many interesting phenomena arising from the quantum na-
ture of the light–matter interaction, such as Rabi oscillations including their collapse and re-
vival [113]. Moreover, it can be straight forwardly extended to describe multilevel atoms and
multiple modes [114].
In the following, the simple Jaynes–Cummings model will be extended to also take weak cou-
pling to the environment, which ultimately leads to losses, into account.

4.2 Losses and driving: The master equation

Experimentally, it is extremely challenging to isolate a quantum system from the environment.
In addition, if one manages to perfectly decouple the system of interest from its surroundings,
it is impossible to interrogate it and its properties will remain as uncharted territory. In order
to probe the quantum system, one has to allow a controlled coupling to the environment. As
a consequence, we are inevitably confronted with a so-called open quantum system. Unfortu-
nately, it is not possible to take into account all additional degrees of freedom introduced by the
environment. In order to tackle this problem, several approaches have been developed to ap-
proximate the system [114,115]. This includes the Langevin equation [116], quantum trajectory
techniques [117, 118] and the master equation approach [119].
Here, we will consider the master equation approach as introduced e.g. in Ref. [120]. The basic
idea is to treat the dissipation of the system of interest S as the coupling to a much larger reser-
voir R. The state of the composite system S⊗R is represented by the compound density matrix
ρ̂SR and evolves according the von-Neumann equation ρ̇SR(t) = − i

~ [ĤSR, ρ̂SR(t)], which is
equivalent to Schrödinger’s equation for the density matrix calculus. The aim is to derive an
effective equation for the evolution of the reduced density operator ρ̂S(t) = TrR[ρ̂SR(t)] of the
system. In order to accomplish this, we have to make two approximations. First we assume
that the coupling between the system and the reservoir is weak such that the state of the large
reservoir is not altered by the system, which is known as Born approximation. In addition, we
assume that the reservoir has a short memory, meaning that correlations in the reservoir decay
fast, which is known as Markov approximation. Using these assumptions, we can derive the
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a)
c)

b)

Figure 4.2: Compound atom–resonator system for a) a WGM resonator interfaced by a cou-
pling fiber and b) a single-sided (Rm1 = 1and Rm2 < 1) FP resonator that is coupled to a free
space mode. The atom is coupled to the resonator mode with strength g and has an atomic de-
cay rate γ into free space. The resonator mode, which is subject to intrinsic losses at rate κ0,
is coupled to the input–output mode with κext. c) Transmission spectra through the nanofiber
for different coupling atom–resonator strengths g/κ0 = {0, 1, 5}, ∆AL = ∆CL = ∆ and
γ = κext = κ0.

master equation, which in Lindblad form can be written as

dρ̂S
dt

= − i
~

[ĤS , ρ̂S ] +
∑
k

D[ĉk] . (4.7)

Here, ĉk are system operators which are subject to losses due to their coupling to the reservoir
and

D[ĉk] = Γk(2 ĉk ρ̂S ĉ
†
k − ĉ

†
k ĉk ρ̂S − ρ̂S ĉ

†
k ĉk) . (4.8)

Their respective coupling rates to the reservoir, i.e. the field or atomic decay rates, are given by
Γk. The master equation can be written in an abbreviated form as ρ̇S = L ρ̂S , using the Liou-
villian super operator L. A commonly used method to numerically solve the master equation is
outlined in App. A.2.
Using the master equation the Jaynes–Cummings model can be extended to a more realistic
system: Let us assume that we place a single two-level atom inside a single mode resonator.
Due to the coupling to the free space modes the atomic excitation decays at the amplitude decay
rate γ = ω3µ2/6πε0~c3 [81]. Moreover, the resonator itself is not perfectly isolated, and thus
photons can leave the resonator. The light can be scattered into the environment from which we
cannot recover the photons. These are denoted as intrinsic resonator losses, which occur with
the field decay rate κ0. In order to account for controlled in and out coupling of the resonator,
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we introduce an open optical mode that couples to the resonator. For a FP resonator this is typ-
ically a free space mode incident on one of the cavity mirrors (see Fig. 4.2b), while for WGM
resonators this mode corresponds to the guided mode of a nearby waveguide, such as a tapered
fiber coupler (see Fig. 4.2a). The coupling rate between the desired input mode and the resonator
mode is denoted as κext. The total resonator field decay is thus given by κ0+κext.
Since we consider now an open system we are able to interrogate and probe it. This can be
done by an external driving field, which can either directly excite the atom or the cavity. For
now, we consider the latter case. Thus, we have to add a driving term to the Hamiltonian. After
transforming the total Hamiltonian into a frame that rotates with the frequency ωp of the pump
field, we then obtain an extended Jaynes–Cummings Hamiltonian

Ĥ/~ = ∆RP â
†â︸ ︷︷ ︸

ĤL

+ ∆AP σ̂+σ̂−︸ ︷︷ ︸
ĤA

+ g (â†σ̂− + âσ̂+)︸ ︷︷ ︸
ĤI

+ iε(â− â†)︸ ︷︷ ︸
Ĥdrive

. (4.9)

Here, we have replaced the frequency of the atomic transition and the resonator frequency by
the detuning with respect to the frequency of the driving field, ∆AP = ωA − ωP and ∆RP =
ωR − ωP respectively. The last term, Ĥdrive, represents the coupling to the driving field and
ε =
√

2κext 〈sin〉, where 〈sin〉 is the amplitude of the incident field. In addition, we assumed
that the driving field is in a coherent state.1 For this simple case the master equation for the
atom–resonator system is then given by

dρ̂

dt
= − i

~
[Ĥ, ρ̂]+(κ0+κext)(2âρ̂â

†−â†âρ̂−ρ̂â†â)+γ(2σ̂−ρ̂σ̂+−σ̂+σ̂−ρ̂−ρ̂σ̂+σ̂−) . (4.10)

Equation (4.10) allows us to calculate the temporal evolution of the coupled system in the pres-
ence of dissipation. In many cases, we are interested in the system properties after the transient
state. In the weak driving limit, i.e. 〈n〉 � 1, we can assume that we have at most a single
excitation in our system and restrict the state space to {|g, 0〉 , |g, 1〉 , |e, 0〉} which enables us to
obtain an analytic steady-state solution for the density matrix ρ̂ss. Using this, we can obtain the
expectation value of a system operator ĉ via 〈ĉ〉 = Tr[ρ̂ssĉ]. The steady state expectation value
of the cavity mode amplitude and the atomic coherence are

〈â〉 =
−iε(γ + i∆AP )

g2 + (γ + i∆AP )(κ0 + κext + i∆RP )
, (4.11)

〈σ̂−〉 =
−ε g

g2 + (γ + i∆AP )(κ0 + κext + i∆RP )
. (4.12)

In the weak driving limit the intra-resonator photon number and the excited state population can
be obtained via nres = |〈â〉|2 and ρee = |〈σ̂−〉|2, respectively. In order to gain information from
the system we can analyze the light in the output mode. The field amplitude ŝout of the output
mode is a superposition of the input field ŝin and the field that couples from the resonator mode
back into the output mode [121]

ŝout = ŝin − i
√

2κext â . (4.13)
1Note that this driving term is valid for WGM, ring resonators and single-sided FP resonators. For symmetric

FP resonators this term would change to εFP =
√
κext 〈sin〉.
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The amplitude transmission coefficient through the waveguide can be calculated using

t =
〈ŝout〉
〈ŝin〉

= 1− i
√

2κext
〈â〉
〈sin〉

=

=
g2 + (γ + i∆AP )(κ0 − κext + i∆RP )

g2 + (γ + i∆AP )(κ0 + κext + i∆RP )

−→
κ0 = 0

C − 1

C + 1
, (4.14)

where in the final expression we used the single atom cooperativity C = g2/γ(κ0 + κext) and
evaluated the expression on resonance, i.e. ∆AP = ∆RP = 0 and for the case κ0 = 0. The
power transmission is then defined as T = |t|2. The transmission spectra for ∆AP = ∆RP =
∆ are depicted in Fig. 4.2c for different coupling strengths g, to show the emergence of the
characteristic Rabi splitting.

4.3 Strong coupling and fast cavity regime

Due to the interaction with the environment, the dynamics of the coupled system also depend
on the loss rates of the individual system. In order to observe the coherent interaction, which
described by the simple Jaynes–Cummings model, the rate at which it takes place has to be
larger than all loss rates. This parameter regime is commonly known as strong coupling and can
be summarized as

g � (κ0, κext) , (4.15)

which also implies C�1. In this regime, already a single resonant atom suffices to significantly
alter the resonator field and thereby the transmission, N0 < 1. At the same time, a single photon
is enough to saturate the atom, n0 < 1. When looking at the transmission spectrum the avoided
crossing of the coupled eigenmodes becomes evident as a Rabi splitting, which is considered as
a clear signature of the strong coupling regime (see Fig. 4.2c). Reaching the regime of strong
light–matter coupling has long been considered as the Holy Grail of quantum optics. However,
for most applications it is desirable to deterministically couple photons to matter, making use of
the strong light–matter interaction. After the interaction however, the photon should be extracted
again from the resonator with high probability. This requires one to operate the experiments
in the so-called fast cavity or Purcell regime [10]. In this regime, the coupling between the
waveguide and the cavity is the dominant rate, while all actual losses are still smaller than the
coherent interaction

κext > g > κ0, γ and C > 1 . (4.16)

Most of the experiments presented in this thesis are performed in this regime.

4.4 Coupling between a single atom and WGMs

The simple model, which was introduced in the previous section, treats the electric field of the
resonator modes as a scalar quantity and does not take into account its polarization. This can be
an appropriate description for FP resonators, for which the light forms a single standing wave
mode between the two mirrors. In contrast, WGM resonators support two degenerate counter-
propagating running wave modes, which have diverse polarization characteristics (cf. Ch. 3).
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a) b)

c)

C

CW C

W

Figure 4.3: Schematic of light–atom coupling in WGM resonators. a) When launching light
in the positive x-direction through the coupling fiber we excite the counter-clockwise (CCW)
propagating running wave mode a. At the position of the atom the polarization is described by
the three overlaps αi = Ea·e∗i /|Ea| between the local field vector Ea and the atomic eigenpolar-
izations, ei ∈ {eσ+ , eπ, eσ−}. b) When launching light in the negative x-direction through the
coupling fiber we excite the clockwise (CW) propagating running wave mode b. At the position
of the atom the polarization is described by the three overlaps βi = Eb · e∗i /|Eb| between the
local field vector Eb and the atomic eigenpolarizations. c) If the light in the resonator is resonant
with the F → F ′ the different polarization components {σ−, π, σ+} drive transitions between
mF ′ = mF + ∆mF , with ∆mF = {−1, 0,+1}.

Until recently, this polarization structure was not taken into account for describing the interac-
tion between light and matter. However, it was shown in Ref. [86] that this can qualitatively
change the coupling, giving rise to chiral light–matter interaction [22]. In this section we extend
the master equation approach to fully and accurately describe the situation we encounter in our
experiment. This model includes a vectorial treatment of the resonator fields, thus correctly de-
scribing the running wave modes supported by the WGM resonator. Consequently, we also have
to take into account the complex level structure of the alkali atoms. Based on this general model,
we apply a few approximations, that will allow us to derive an instructive analytic solution, that
is adequate for many cases and allows one to gain a deeper understanding of chiral light–matter
interaction.
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4.4. Coupling between a single atom and WGMs

4.4.1 Accurate description of light–matter interaction in WGMs

The accurate description of the light–matter interaction in WGM resonators requires a quantum
mechanical treatment, which takes into account the full vectorial nature of the resonator field.
For the purpose of giving a general description, it is useful to decompose the polarization of the
resonator modes into the eigenpolarization of the atom along its quantization axis. In the fol-
lowing, we consider two degenerate counter-propagating modes, a and b, which can be pumped
by sending light through the coupling fiber from opposite directions (see Fig. 4.3a-b). For the
atom, we have to take into account the complete magnetic sub-structure of the atomic levels (see
App. A.1 for the level structure of 85Rb). Due to its internal structure, atoms are non-polarization
maintaining scatterers and the coupling strength between the atom and the light depends on the
light’s polarization and the atomic state. As a consequence, the two counter-propagating modes
can couple to different transitions of the atom with different coupling strengths.
We consider the case where the resonator interacts with the F → F ′ transition of a single atom,
where F and F ′ are the hyperfine ground and excited states respectively. For sake of readability,
we do not include the possibility that the atom has several ground or excited hyperfine states,
although, our model can readily be extended to this case. The resonator-guided light can drive
different atomic transitions, where π-polarized light will drive transitions with ∆mF = 0 and
σ±-polarized light drives transitions with ∆mF = ±1 (see Fig. 4.3c). Here, mF and mF ′ are
the Zeeman sublevels of the ground and excited state, respectively. In a reference frame rotating
at the probe light frequency ωP , the uncoupled part of the Hamiltonian is given by the sum of

ĤA/~ =

F∑
mF=−F

µBgFmFB |F,mF 〉 〈F,mF |

+

F ′∑
mF ′=−F ′

(µBgF ′mF ′B + ∆AP ) |F ′,mF ′〉 〈F ′,mF ′ | ,

(4.17)

and
ĤR/~ = ∆RP (â†â+ b̂†b) . (4.18)

Here, we introduced |F,mF 〉 and |F ′,mF ′〉 as the atomic ground and excited states, respec-
tively, and ∆AP (∆RP ) is the detuning between the atomic transition (resonator) and the pump
field. We also assume the presence of a magnetic field B that defines the quantization axis and
results in an energy shift for each Zeeman level of ∆EZ/~=µBgFmFB, where µB is the Bohr
magneton and gF is the Landé g-factor of the corresponding energy level. â and b̂ (â† and b̂†)
are the photon annihilation (creation) operators of the corresponding mode. The Hamiltonian
that describes the light–matter interaction is given by

ĤI/~ = gaâd̂
†
a + g∗aâ

†d̂a + gbb̂d̂
†
b + g∗b b̂

†d̂b . (4.19)

Here, ga and gb describe the interaction strengths of the atom with the two resonator modes.
More specifically, gi = ψi(r)

√
ω/2~ε0V µ̃ (cf. Eq. 3.5), using the mode volume V of the

resonator mode with resonance frequency ω, ψi(r) is the mode function of the respective res-
onator field at the position of the atom r which is normalized to be 1 at the field maximum,
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and µ̃ =
√

(2J + 1)/(2J ′ + 1) · 〈J ||er̂||J ′〉 is the reduced atomic transition dipole matrix el-
ement [122] with the dipole operator er̂ and the total angular momenta J and J ′ of the ground
and excited states, respectively. The total atomic lowering operators for the interaction with the
two resonator modes can be separated into the atomic eigenpolarizations and are then given by

d̂a = ασ+ d̂+1 + απd̂0 + ασ− d̂−1 ,

d̂b = βσ+ d̂+1 + βπd̂0 + βσ− d̂−1 ,
(4.20)

respectively. In this expression, the complex coefficients αi and βi reflect the polarization over-
lap between the atomic eigenpolarizations and the field of the resonator modes a and b (see
Fig. 4.3), which are defined in Eq. (2.17). The operators d̂∆mF are the atomic lowering opera-
tors that include all possible transitions with ∆mF ∈ {+1, 0,−1} and are given by [123]2

d̂∆mF =

√
2J ′ + 1

2J + 1

F∑
mF=−F

µmF+∆mF
mF

|F,mF 〉 〈F ′,mF + ∆mF | . (4.21)

The strengths of the respective transition can be expressed in terms of 3-j and 6-j symbols
by [122]

µ
mF ′
mF =

√
(2F ′ + 1)(2F + 1)(2J + 1)

(
F ′ 1 F
mF ′ q −mF

){
J J ′ 1
F ′ F I

}
. (4.22)

Here, q = (0,±1) for transition involving (π, σ±) polarized light and the last two terms are
the Wigner 3-j and 6-j symbols, respectively. If we choose the atom to be located close to the
symmetry plane (z = 0) and align its quantization axis with the symmetry axis of the resonator
(z-axis), the polarizations of transverse magnetic (TM) and transverse electric (TE) modes coin-
cide with the atomic eigenpolarizations eσ± and eπ. In this basis, the atomic operators simplify
to d̂a = d̂b = d̂0 for TE modes and to d̂a = ασ+ d̂+1 +ασ− d̂−1 and d̂b = βσ+ d̂+1 +βσ− d̂−1 for
TM modes, where ασ+(βσ−)� ασ−(βσ+) and |ασ± | = |βσ∓ |.
For completeness, we also introduce a coupling rate h between the resonator modes, due to
scattering by e.g. surface roughnesses or impurities. The full Hamiltonian of the coupled atom–
cavity system finally reads

Ĥ/~ = (ĤA + ĤR + ĤI)/~ + hâ†b̂+ h∗b̂†â+ iεa(â− â†) + iεb(b̂− b̂†). (4.23)

Here, the last two terms describe the pumping of the resonator modes a and b by external light
fields via the coupling fiber. For the case where the incident wave can be treated as a classical
coherent field, εa =

√
2κ〈sain〉 and εb =

√
2κ〈sbin〉, where 〈sain〉 and 〈sbin〉 is the mean amplitude

of the field propagating in positive or negative x-direction through the waveguide [124]. The
full time evolution including the steady state can again be calculated using the master equation

2Note that we added the term
√

(2J ′ + 1)/(2J + 1) in accordance with Ref. [81]. For the D2-line of 85Rb this
factor is

√
2. Together with the transition strength for the cycling transitions µmF ′=±4

mF=±3 =1/
√

2, we obtain d̂±1 =1.
Consequently, gi corresponds to the coupling strength for driving the cycling transition (cf. App. A.1).
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approach introduced in 4.2, but now we have to take into account all the decay channels including
each atomic excited state and both counter-propagating modes

dρ̂

dt
= − i

~
[Ĥ, ρ̂] + (κext + κ0)(D[â] +D[b̂]) + 2γ

∑
mF ,mF ′

D[d̂
mF ′
mF ] . (4.24)

If several ground or excited hyperfine states have to be considered, the sums in Eq. (4.17) and
Eq. (4.24) have to be extended to all possible states.

From solving the full master equation we can extract the expectation values of the resonator
field amplitudes 〈â〉 and 〈b̂〉. When we probe the system only from one side such that we drive
mode a we can calculate the fiber transmission amplitude from the input–output relation

ŝaout = ŝain − i
√

2κext â , (4.25)

according to Eq. (4.14)

t = 1− i
√

2κext
〈â〉
〈sain〉

. (4.26)

Due to direct mode–mode coupling and scattering of light between the two counter-propagating
modes by the atom, mode b can also become populated. The light in mode b can couple back
into the coupling fiber, leading to a finite refection signal, that can be calculated using

ŝbout = −i
√

2κext b̂ , (4.27)

via

r = −i
√

2κext
〈b̂〉
〈sain〉

. (4.28)

When probing from the opposite direction, i.e. pumping mode b, the mode operators â and b̂
have to be interchanged.

In order to get an idea of what the consequences of the full vectorial description of the
resonator mode and the multi-level structure of the atom are, we will now discuss two simple
but instructive examples.

4.4.2 Simple analytic solutions

We only consider the case of TM modes, for which the evanescent field is elliptically polarized.
Thus, the only non-vanishing overlaps are ασ+ and ασ− for the CCW propagating mode a, and
βσ+ and βσ− for the CW propagating mode b. Due to the cylindrical symmetry of the resonator,
both running wave modes, a and b, have the same field amplitude at the position of the atom, and
thus ga = gb = g (cf. Eq. (4.19)). Moreover, time reversal symmetry of Maxwell’s equations
implies that |ασ+ |= |βσ− |, |ασ− |= |βσ+ | and |ασ− |2 = 1−|ασ+ |2. Therefore, the polarization
properties of the resonator modes can be condensed into a single parameter, which we choose to
be |ασ+ |2.

41



4. INTERACTION BETWEEN LIGHT AND MATTER IN WGMS

Until now, we have not made a single approximation and this model gives the exact description
of the interaction of a single scatterer with WGM resonator modes. Let us now consider the
case where the atom is prepared in a well defined ground state |F,mF〉. For TM-modes, the
light in the resonator modes can now only drive the ∆mF = ±1 transitions, thus, forming a V-
level system, as depicted in Fig. 4.3c. The respective interaction strength of the two competing
transitions now depend on two parameters. The first is the polarization overlap of the local field
with σ+or σ−. The second is the dipole matrix elements, for the two transitions |F,mF〉 →
|F ′,mF ± 1〉 (cf. App. A.1).
In the following, we will discuss two examples, where we take into account the vectorial nature
of the resonator field, but limit the number of atomic levels involved in the interaction. First,
we consider the symmetric case, where the atom has a σ+ and a σ− transition that couples to
the resonator light. Secondly, we study the case where the atom exclusively couples to σ+-
polarized light. For both cases we will be able to derive an analytic solution for the steady state
of the cavity modes 〈a〉 and 〈b〉.

Coupling between polarization-independent scatterer and WGMs

Let us now consider the case where the atom is prepared in the |F =0,mF =0〉 ground state.
The light in the resonator modes now drives the ∆mF = ±1 transitions between the ground
state and the |F ′=1,mF’ =±1〉 excited states, forming a V-like level structure, as depicted in
Fig. 4.4a. For these two transitions, the dipole matrix elements are of equal size, µ+1

0 = µ−1
0 ,

yielding d̂+1 = d̂−1. Therefore, the total interaction strength between the light field and the
atom does not depend on the light’s polarization. Thus, the atom couples to the light of TM
modes independent of their polarization composition. However, depending on its polarization
the light couples to one or both transitions. These simplifications already enable us to derive an
analytic steady state solution for the expectation value of the two cavity modes, in the absence
of mode–mode coupling and if only mode a is pumped

〈â〉 =
−i
√

2κextγ̃
(
g2 + γ̃κ̃

)
sain

γ̃2κ̃2 + g2γ̃κ̃+ g4 (2|ασ+ |2 − 1)2 , (4.29)

〈b̂〉 =
i 2
√

2κextg
2γ̃ ασ+βσ+ sain

γ̃2κ̃2 + g2γ̃κ̃+ g4 (2|ασ+ |2 − 1)2 . (4.30)

Here, the atom and resonator detunings have been absorbed into the new variables, γ̃ = γ +
i∆AP and κ̃ = κext +κ0 + i∆RP . Equations (4.29) and (4.30) not only contain the usual system
parameters but also depend on the polarization overlap of the atomic dipole with the local fields
via ασ+ and βσ+ , which in turn can be written as a single parameter.
In Fig. 4.4b, transmission and reflection spectra, calculated using Eqs. (4.26-4.28) together with
Eqs. (4.29-4.30), are shown for different polarization overlap. If the resonator field is perfectly
circularly polarized, i.e |ασ+ |2 = 1 or |ασ+ |2 = 0, it drives a closed cycling transition between
the ground state and one of the two excited states. Since there is no polarization overlap between
the two counter-propagating modes no, light will be scattered from mode a into mode b via the
atom. This realizes the ideal situation where each resonator mode is independently coupled to
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Figure 4.4: a) V-like atomic level structure of a |F =0〉 → |F ′=1〉 transition, with a quantiza-
tion axis that is aligned with the resonator. The atom is coupled to TM polarized light, which
can drive σ+ and σ− transitions. For this level structure, the coupling between the atom and σ+-
or σ−-polarized light is equal. b) Transmission (blue) and reflection (red) through the wave-
guide coupled to the atom–resonator system, for different overlaps |ασ+ |2. Due to SML of the
resonator field, the change from |ασ+ |2 > 1/2 to |ασ+ |2 < 1/2 can be interpreted as a change
of the probing direction. For comparison, the empty resonator spectrum is plotted as a dashed
line. The small inset on top of each spectrum represents the intensity modulation of two standing
wave modes for the respective setting. All shown spectra were calculated using Eq. (4.29) and
the following parameters: (g, γ, κext, h) = (20, 1, 1, 0)/κ0.

an effective two-level atom. In this case, Eq. (4.29) and Eq. (4.30) reduce to the expression we
obtained for the extended Jaynes–Cummings model (cf. Eq. (4.11)). The transmission spectra
shows two resonances separated by 2g, and the reflection is zero for all detunings. If the polar-
ization deviates from perfect circular polarization, i.e. |ασ+ |2 6= (0, 1) the situation drastically
changes. Instead of a two-resonance spectrum, we observe two additional resonances emerging.
In order to understand the physical origin of this behavior, it is instructive to change basis and
consider the standing wave modes defined by the operators Â=(â+ b̂)/

√
2 and B̂=(â− b̂)/

√
2.

When there is a finite polarization overlap between the two running wave modes, their super-
position Â + B̂ will show intensity modulations along the circumference. This modulation is
schematically shown as inset above each spectrum in Fig. 4.4b. Without loss of generality, we
place the atom at a maximum of one standing wave mode, and thus at a minimum of the other
mode. Since the coupling strength of the atom to the resonator now depends on the local field
strength, it differs for the two standing wave modes, yielding two different vacuum-Rabi split-
tings. If the overlap between the two running wave modes is increased, the intensity modulation
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becomes further pronounced and the two central dips will move close together while the two
outer dips slightly move apart. For |ασ+ |2 = 1/2, both modes, a and b, have the same linear
polarization, i.e. are in an equal superposition of σ+- and σ−-polarized light. As a consequence,
we obtain two fully modulated standing waves, of which only one couples to the atom. In this
case, the two central resonances will merge at zero detuning, while the outer dips show an en-
larged splitting of 2

√
2g. This is caused by the intensity modulation which reduces the effective

mode volume of the standing wave modes. However, for this setting, only half of the light that
couples from the fiber to the resonator actually interacts with the atom. As direct consequence,
the on-resonance transmission is bound to 0.25 . In addition, the atom will scatter light between
the modes, which populates the un-pumped mode b and results in a finite reflection. When we
flip the sign of the spin of the local polarization, i.e. |ασ+ |2 > 0.5 the system responds sym-
metrically, meaning that we obtain the same spectra (cf. the first and the last panel in Fig. 4.4b).
Due to SML, this situation corresponds to sending light from the opposite direction through the
waveguide and thus directly pumping the mode b.
While this system is conceptually interesting to understand the interaction between light and
matter in WGM resonators, atoms are in gerneral not in such a highly symmetric V-system. In
our experiment in particular, we typically prepare the atom in a closed cycling transition for
which the coupling to the two modes is not symmetric.

Coupling between polarization-dependent scatterer and WGMs

Let us now consider the case where the atom is prepared in the outermost mF-state, such that
σ+-polarized light drives a closed cycling transiting between |F,mF〉 and |F ′,mF + 1〉. The
transition strength of the |F,mF〉 → |F ′,mF − 1〉 transition,which is driven by σ−-polarized
light, is significantly smaller. The ratio between the two competing transition strengths can be
calculated using the 3-j symbol (see App. A.1). For the |F =3〉 → |F ′=4〉 transition of the
D2-line of 85Rb, which is the transition we are currently using in the experiment, this ratio is
28 .
As a consequence, for many experimental settings the coupling to the state |F =4,mF ′=2〉
can be neglected and the level scheme reduces to a simple two-level system, which exclusively
couples to σ+-polarized light, as shown in Fig. 4.5a. For this case, analytic solutions for the
steady state of the resonator modes can be obtained

〈â〉 =
−i
√

2κext
(
(1− |ασ+ |2)g2 + γ̃κ̃

)
sain

κ̃ (g2 + γ̃κ̃)
, (4.31)

〈b̂〉 =
i
√

2κext g
2 ασ+βσ+ sain

κ̃ (g2 + γ̃κ̃)
. (4.32)

By inserting these formulas into Eqs. (4.26)-(4.28), we can again calculate the transmission and
reflection through the waveguide, which is plotted in Fig. 4.5b.
If the local polarization of the pumped mode perfectly coincides with σ+, i.e. |ασ+ |2 = 1,
the light in mode a drives the atomic transition, while light in mode b does not interact with
the atom. The spectral response is the same as that we obtained from the previous model and
shows a two-resonance spectrum, where the resonances are split by 2g. When the overlap of the
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Figure 4.5: a) Same as Fig. 4.4 but for an effective two level atom, where only σ+-polarized
light couples to the atom. b) Transmission (blue) and reflection (red) through the waveguide
coupled to the atom–resonator system, for different overlaps |ασ+ |2. For comparison, the empty
resonator spectrum is plotted as a dashed line. The small inset on top of each spectra represents
the intensity modulation of two standing wave modes for the respective settings. All shown
spectra were calculated using Eq. (4.31) and the same parameters as for Fig. 4.4.

mode with σ−-polarized light is small, i.e. |ασ+ |2 < 1, this part of the light does not interact
with the atom, causing a small transmission dip emerging on resonance. At the same time, the
depth of the resonances at ±g decrease. The on-resonant transmission again reaches 0.25 for
|ασ+ |2 = 1/2. For |ασ+ |2 = 0, the light does not couple to the atom any more and the spectrum
resembles that of an empty resonator. In contrast to the previous model, the position of the res-
onance dips at ∆ = 0,±g is independent of |ασ+ |2 and only their depths change.
When we change the probing direction through the coupling fiber, we drive the other of the two
counter-propagating WGMs. Due to SML in TM modes, two counter-propagating modes have
different orthogonal circular polarization. In combination with a scatterer that only couples to
one of these polarizations, this realizes a highly asymmetric transmission through the waveguide
(cf. the first and the last panel in Fig. 4.5b). This effect has been employed to create nonrecipro-
cal devices, such as optical diodes [125], and is also the key ingredient for the optical circulator
which will be discussed in Ch. 7.
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waveguide

emitter

Figure 4.6: Schematic of a single emitter coupled to a single mode waveguide. The emitter
decays into free space at rate γ and couples to the respective forward or backward propagating
waveguide mode with Γ+ and Γ−.

4.5 Chiral waveguides

In the last section, we saw that coupling a single atom to a WGM can give rise to a direction-
dependent, i.e. chiral, interaction between light and matter. As a consequence, the transmission
properties of the light sent through the coupling fiber depends on the probing direction. This
can be understood in the context of chiral quantum optics using the simple model of a chiral
waveguide that is coupled to a single emitter. In the following, we will introduce this model and
briefly discuss the consequences of the chiral light–matter interaction. Furthermore, we show
how the atom–resonator system can be described in this picture.

4.5.1 Emitter directly coupled to a waveguide

Let us consider a simple system which consists of a waveguide supporting a pair of counter-
propagating modes and a single emitter placed in its vicinity (see Fig. 4.6). When the emitter
is excited, it can lose its energy either into free space at a rate γ or into the forward (+) or
backward (−) propagating waveguide mode, at rate Γ±, respectively. The emission rates into
the waveguide modes are governed by Γ± ∝ |µ∗ ·E±|2, where E± is the vector amplitude of the
respective mode and µ is the complex dipole matrix element of the emitter. We have learned,
that in the presence of transverse spin angular momentum, the local field vectors of the two
counter-propagating modes can differ, i.e. E+ 6= E−. Thus, the corresponding emission rates
are in general not symmetric, Γ+ 6= Γ−. For the general case, we can define the two directional
coupling parameters

β+ =
Γ+

Γ+ + Γ− + γ
, β− =

Γ−
Γ+ + Γ− + γ

, (4.33)

which give the ratio of the emission probability into the (±) waveguide mode Γ± to the total
emission rate, including the decay into free space γ. The two parameters can be combined to
give the total coupling efficiency of the emitter into the waveguide, β = β+ + β−. Using the
directional coupling parameters, the transmission and reflection amplitudes of light propagating
in the forward (+) or backward (−) directions inside the waveguide, for the case where the light
and the emitter are resonant, can be obtained from

t± = 1− 2β± , (4.34)
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respective input, as a function of β for symmetric a) and fully asymmetric b) coupling to the
waveguide. For the asymmetric graphs, the dashed line corresponds to the transmission for the
backward probing.

r± = −2
√
β+β− . (4.35)

Using this simplified model, we can discuss most of the key features of chiral light–matter
interaction. In Fig. 4.7 the transmission (reflection) amplitude and the power transmission (re-
flection) are plotted as a function of β for two special cases: symmetric coupling, i.e. β+ = β−,
and fully asymmetric coupling, i.e. β+ > 0 and β− = 0.

Symmetric coupling

As long as β� 1, the emitter preferentially couples to non-guided modes. In this regime the
scatterer mainly acts as a loss channel for the guided light (see Fig. 4.8a). As β increases, the
transmission drops while an increasing fraction of the light is reflected. For β=0.5, both trans-
mission and reflection reach 0.25 of the incident power, while half the light will be dissipated
into free space. When β>0.5, the light couples very efficiently to the scatterer and is efficiently
coupled back into the opposite direction of the waveguide. The transmission steadily decreases
and the reflection increases until, for β= 1, the emitter becomes a perfect mirror, where all the
light will be reflected, i.e. |r±|2 = 1 and |t±|2 = 0, as indicated in Fig. 4.8e. Most importantly,
the transmission and reflection is independent of the probing direction for all β.

47



4. INTERACTION BETWEEN LIGHT AND MATTER IN WGMS

symmetric asymmetric

a)

f)e)

d)c)

b)

Figure 4.8: Resonant photon-emitter interaction for symmetric β+ = β− a,c,e) and fully asym-
metric β+ � β−b,d,f) waveguide-emitter coupling. β � 1: a) For symmetric coupling, the
light in the waveguide is only marginally influenced by the weak coupling to the scatterer. This
introduces an additional loss channel to the waveguide, which is independent of the propagation
direction. b) If β+ > 0, β−= 0, only one direction is affected by the presence of the scatterer,
giving a small direction-dependent loss. β = 0.5 : c) The symmetric waveguide reflects and
transmits 25% of the incident light while 50% is scattered into free space. d) For the asymmet-
ric case, all the light is dissipated by the scatterer when it is probed in forward direction. In
backward direction, light is fully transmitted. This can be employed to realize an optical diode.
β = 1: e) The scatterer acts as a perfect mirror, reflecting all light incident from one side. f) In
both directions, the waveguide is perfectly transparent, but the scatterer imprints a phase of π
onto the forward transmitted light. The purple, red and blue arrows indicate the local polariza-
tions of the waveguide modes. For the asymmetric case, the local polarization depends on the
propagation direction and the scatterer only couples to the polarization indicated by blue arrows.
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Fully asymmetric coupling

For the fully asymmetric case, i.e. β−=0, we obtain fully direction-dependent scattering prop-
erties of the emitter, meaning that it only interacts with light propagating in one direction. Con-
sequently, the forward propagating light will be modified, i.e. t+ 6= 1, while the backward
propagating light is not altered and t−=1. In addition, the scatterer never reflects the incoming
signal, i.e. r± = 0. As we increase β, the forward transmission will decrease. For β= 0.5, the
coupling rate to free space is equal to the coupling rates into the guided mode, Γ+ =γ, and the
forward transmission becomes zero. Since the light cannot be reflected, all the light is scattered
out of the waveguide by the scatterer, which thus acts as a perfect absorber (see Fig. 4.8d). For
β>0.5, the transmission rises again with increasing β until the transmission reaches 1 for β=1.
However, for β > 0.5, the interaction with the scatterer imprints an additional phase of π onto
the transmitted light compared to the uncoupled case.

We can summarize the previous results for the forward transmitted light by defining three
coupling regimes between the waveguide and the emitter:

Under-coupling: As long as β+ < 0.5, the coupling rate to the forward mode is smaller than
the coupling rate to all modes, which include the decay into free space modes and the
backward propagating mode, Γ+<Γ− + γ. In this regime, the transmitted light is domi-
nated by the light which did not couple to the scatterer. As β approaches 0.5, the forward
transmission continuously decreases because a fraction of the light that interacted with the
emitter destructively interferes with the forward propagating light in the waveguide.

Critical coupling: When β+ = 0.5, the field from the emitter and the field propagating in the
waveguide’s forward direction have the same amplitude but opposite sign. Thus, they per-
fectly cancel andthe transmission becomes zero. For the symmetric case, critical coupling
can only be reached for the limit β=1.

Over-coupling: This regime can only be reached for asymmetric coupling between the wave-
guide and the emitter. When β+ surpasses 0.5, the light is very efficiently coupled from
the waveguide to the scatterer and back into the waveguide. Thus, the amplitude of light
that interacted with the scatterer exceeds that of the light that stayed in the waveguide,
yielding a finite transmission. However, the interaction with the scatterer introduced an
additional phase of π compared to the transmitted light in the under-coupled case.

4.5.2 Resonator enhanced chiral waveguide

Realizing deterministic coupling between light guided in a waveguide and a single emitter, i.e.
β > 0.5, is experimentally challenging. In our experiment, we make use of the enhanced
interaction in optical resonators. Therefore, the light in the waveguide is first coupled into a
resonator and the resonator field is interfaced with the emitter.
The interaction between the waveguide and WGMs resonator, with or without an atom coupled
to it, can be described in the above framework of chiral waveguides. In contrast to the directly
coupled emitter considered above, the resonator has two counter-propagating eigenmodes (CW,
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b) c)
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waveguide waveguide
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CW
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Figure 4.9: a) The coupling between the resonator and the waveguide can be understood as the
coupling between the waveguide modes and a V -like atom. The two excited states correspond
to light populating the clockwise (CW) or counter-clockwise (CCW) mode of the resonator. The
coupling between waveguide modes and the resonator modes is described by the coupling rates
Γcw,ccw
± . The resonator mode is subject to intrinsic losses which are described by γcw,ccw. For the

case of an empty resonator, the CCW (CW) mode exclusively couples to the waveguide mode
that propagates in positive (negative) direction, i.e. Γccw

+ =Γcw
− =κext and Γcw

+ =Γccw
− =0. In this

case, γcw,ccw can be identified as the empty resonator loss rate κ0. b) The presence of an atom
that only couples to the CCW mode changes the total resonator losses to γccw = g2/γ + κ0 for
light that propagates in the positive direction. c) Since the atom does not couple to the CW mode,
the resonator losses and thus the transmission of the light propagating in negative direction is
not altered by the atom.
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Figure 4.10: On-resonant transmission through the coupling fiber T+ = |t+|2 as a function of
the coupling rate between the empty resonator and the coupling fiber, κext.

CCW) that couple to the two waveguide modes that propagate in (+,−) direction (cf. Fig. 4.9a).
Thus, we have to introduce a set of βij , where i ∈ {CCW,CW} and j ∈ {+,−}, to fully
characterize the coupling between the waveguide and the resonator. For example βccw

+ relates
the coupling rate between the forward (+) propagating waveguide mode and the CCW resonator
mode to the total emission rate of this resonator mode. The resulting transmission amplitude in
forward (+) and backward (−) probing direction are now given by3

t± = 1− 2β± = 1− 2(βccw
± + βcw

± ) . (4.36)

The reflection amplitude does not depend on the probing direction and can be calculated using

r± = −
√
βccw

+ βccw
− −

√
βcw

+ βcw
− . (4.37)

Empty resonator

In order to understand the origin of these β-factors, let us first consider the case where no scat-
terer is coupled to the resonator modes (g = 0). The resonator can be interpreted as a V-type
emitter, where the excited states correspond to having a photon in the CCW or CW mode, as
illustrated in Fig. 4.9. For the empty resonator, each of the two transitions only couples to one
of the two propagation directions of the waveguide mode. If the resonator has been excited from
one propagation direction, it can only decay into the waveguide mode that propagates in the
same direction. Thus for the empty resonator, each probing direction is perfectly asymmetric.
The corresponding β-factors are

βccw
+ |g=0 = βcw

− |g=0 =
κext

κ0 + κext
, (4.38)

3Note that β± are defined for the coupling between the (±) waveguide mode and the resonator, which consists
of two independent modes. Thus, it makes no sense to define a total coupling rate β = β+ + β− as was done for the
chiral waveguide.
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Figure 4.11: a) On-resonant forward, T+ = |t+|2, and backward, T− = |t−|2, transmission
through the coupling fiber in the presence of an atom as a function of the coupling rate between
the resonator and the coupling fiber, in units of the intrinsic resonator loss rate κ0, for different
resonator field configurations. For perfect chiral coupling, i.e. |ασ+ |2 = 1, the resonator is
critically coupled, T± = 0, at κext = κ0 +g2/γ and κext = κ0, respectively (solid lines). For
|ασ+ |2 = 0.5, the transmission is independent of the probing direction, i.e. T+ = T− (dash-
dotted line). b) Total β-factor for forward and backward probing, i.e. β± = βccw

± + βcw
± , as

a function of the coupling rate between the resonator and the coupling fiber κext, for different
polarization overlaps |ασ+ |2. Critically coupling requires β±=0.5, which can be easily verified
by comparing a) and b). In both graphs, the solid lines correspond to |ασ+ |2 = 1, the dashed
lines to |ασ+ |2 = 0.97 and the dash-dotted lines to |α

σ+
|2 = 0.5 and the following parameters

were used: (g, γ, κ0) = 2π × (20, 3, 5) MHz. For |α
σ+
|2<0.5, the transmission and β-factors

become the curves obtained for the opposite probing direction, i.e. T−(|α
σ+
|2)=T+(1−|α

σ+
|2)

and β−(|α
σ+
|2)=β+(1− |α

σ+
|2).

βccw
− |g=0 = βcw

+ |g=0 = 0 . (4.39)
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with the direction independent transmission amplitude

t±|g=0 =
κ0 − κext

κ0 + κext
=
γccw,cw − Γ±
γccw,cw + Γ±

. (4.40)

In the last step of Eq. (4.40), we have identified the competing intrinsic resonator loss rate of
the empty resonator mode, γccw,cw =κ0, and the waveguide–resonator coupling rate, Γ±=κext.
From this equation it also becomes evident that we are able to over-couple the empty resonator
if κext > κ0. However, the transmission past the empty resonator is independent of the probing
direction. Since the two modes of the resonator do not couple, the reflection amplitude is always
zero, r±|g=0 = 0.
The power transmission, T = |t|2, as a function of κext is shown in Fig. 4.10. Similar to the
case of the chiral waveguide, we can assign three different coupling regimes: The under-coupled
regime, for which the internal resonator losses are larger than the resonator–waveguide coupling.
If κext = κ0, the transmission drops to zero, which is called critical coupling. And, finally, when
the coupling the waveguide becomes the dominate rate, i.e. κext > κ0, we speak of an over-
coupled resonator (cf. Sec. 4.5).

Coupled atom-resonator system for perfect chirality

Let us now consider the case where an atom is coupled to the resonator field. We assume a
two-level atom that has only a σ+-polarized transition (cf. Sec. 4.4.2). Furthermore, we assume
that the resonator modes exhibit perfect circular polarization, i.e |ασ+ |2 = |αβ− |2 =1. Thus, the
atom exclusively couples to the CCW mode. As a consequence, we obtain two different loss
rates for the two counter-propagating resonator modes

γcw = κ0 and γccw =
g2

γ
+ κ0 , (4.41)

while the waveguide coupling rate for the two probing directions is unaltered, Γ± = κext. For
this case, the β-factors are

βccw
+ ||α|2=1

=
κext

g2/γ + κ0 + κext
(4.42)

βcw
− ||α|2=1

=
κext

κ0 + κext
, (4.43)

βcw
+ ||α|2=1

= βccw
− ||α|2=1

= 0 . (4.44)

The on-resonant transmission amplitudes in forward and backward direction are

t−||α|2=1
=
γcwc − Γ−
γcwc + Γ−

=
κ0 − κext

κ0 + κext
(4.45)

t+||α|2=1
=
γccw − Γ+

γccw + Γ+
=
κ0 + g2/γ − κext

κ0 + g2/γ + κext
. (4.46)

For the backward probing direction we recover the empty resonator. In forward direction, the
presence of the atom introduces additional resonator losses. Those are given by the atom’s steady
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state excited state population per intra-resonator photon, i.e. ρee/nres = g2/γ2 (cf. Sec. 4.2),
multiplied by its decay rate γ. The additional resonator losses shift the critical coupling point
to higher κext, more specifically to κext = κ0 + g2/γ. Thus, the interaction with the atom,
can place a formally critically or over-coupled resonator into a different coupling regime. As
the atom only interacts with one of the two counter-propagating resonator modes, this yields a
direction-dependent, i.e. chiral, transmission. In contrast to the toy model of a chiral waveguide,
where a direction-dependent waveguide–emitter coupling is realized, in WGMs the direction-
dependent transmission stems from the modified resonator losses. Note that β± were defined
via the transmission and reflection amplitudes of the waveguide. Thus, these quantities do not
directly provide information of the directional coupling of the atom into the waveguide. For
the case of perfect chiral coupling, the fraction of the atomic emission into the resonator mode
compared to the free-space emission is

g2

g2 + γ(κ0 + κext)
=

C

C + 1
, (4.47)

where we used the cooperativity C=g2/γ(κ0 +κext). Furthermore, in the fast cavity regime the
fraction of photons emitted into the CCW resonator mode and then coupled out into the forward
propagating waveguide mode is [10]

κext

κ0 + κext

g2

g2 + γ(κ0 + κext)
=

κext

κ0 + κext

C

C + 1
. (4.48)

Since the atomic dipole has no overlap with the CW mode, no photons are coupled into the
backward propagating waveguide mode.

Coupled atom–resonator system for imperfect chirality

In our experimental system, we do not encounter perfect chiral coupling. This stems from im-
perfect circular polarization of the resonator modes, i.e. |ασ+ |2 6= 1. As a consequence, the
emitter couples the two counter-propagating modes. For this general case, the corresponding
β-factors can be obtained from inserting Eqs. (4.31-4.32) into Eqs. (4.26-4.28) and comparing
them with Eqs. (4.36-4.37), and are given by

βccw
+ =

κext

κ0 + κext

C|βσ+ |2 + 1 + χ(|βσ+ |2)

2(C + 1)
, (4.49)

βcwc
− =

κext

κ0 + κext

C|ασ+ |2 + 1 + χ(|ασ+ |2)

2(C + 1)
, (4.50)

βcwc
+ =

κext

κ0 + κext

C|βσ+ |2 + 1− χ(|βσ+ |2)

2(C + 1)
, (4.51)

βccw
− =

κext

κ0 + κext

C|ασ+ |2 + 1− χ(|ασ+ |2)

2(C + 1)
, (4.52)

where we have used χ(x) =
√
C2(2x2 − x)+2Cx2 + 1 and |βσ+ |2 = 1−|ασ+ |2 for clarity.

For the total β± in forward and backward propagation direction we obtain a more compact
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expression

β+ = βcw
+ + βccw

+ =
κext

κ0 + κext

C|βσ+ |2 + 1

C + 1
, (4.53)

β− = βcw
− + βccw

− =
κext

κ0 + κext

C|ασ+ |2 + 1

C + 1
. (4.54)

The corresponding modified resonator loss rates and resonator–waveguide coupling rates can be
found in App. A.3.
The on-resonance transmission in forward (+) and backward (−) direction as a function of κext
is shown for different polarization overlaps in Fig. 4.11a. The imperfect polarization overlap
reduces the effective coupling between the atom and the resonator, thus shifting the critical cou-
pling point for the forward transmission toward smaller coupling. Contrarily, for backward prob-
ing direction, the local polarization has a finite overlap with the atomic dipole which results in a
residual coupling between the atom and the resonator field. This modifies the transmission and
the critical coupling point is shifted toward higher κext. When using the overlap that we have ob-
tained for our bottle microresonator, |ασ+ |2 = 0.97 and |ασ− |2 = 0.03, we see that the obtained
transmissions are only slightly different from the perfect chiral case. In addition, in Fig. 4.11b
we plot β± as a function of κext, for our system parameters (g, γ, κ0) = 2π×(20, 3, 5) MHz.
The difference between β− and β+ is maximal for moderate over-coupling of κext/κ0 ≈ 5.3,
which can easily be achieved in our experiment, and we obtain 0.82 and 0.18 for β− and β+,
respectively.

In this chapter, we have presented a model to quantum mechanically treat the interaction
between light and matter, using the master equation approach to account for the coupling of the
system to the environment. This model was then extended to accurately describe the situation
we encounter in our experiment, where a single atom couples to the modes of a WGM resonator.
In addition, we derived a simplified analytic solution, which still describes our experiments
very precisely. We also showed that the direction-dependence of the atom–light interaction can
be understood in the context of chiral waveguides, where our system can be interpreted as an
emitter that is chirally coupled to a single mode of a waveguide.
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CHAPTER 5
Experimental apparatus

In this chapter our experimental apparatus will be described. Most of the design and construction
was carried out before I joined the experiment. The discussion in this chapter gives the reader
an overview in order to follow the experimental procedures and understand the basic function-
alities of the setup. For further explanations and deeper insights, I refer to the previous theses
conducted on this very experiment [86, 87, 92, 126–128].
This chapter is organized in the following manner. First, we briefly introduce general design con-
siderations which are essential for realizing strong light–matter interaction using single atoms
and a bottle microresonator (BMR). Then, the most relevant details for fabricating and employ-
ing a BMR in a cavity quantum electrodynamics (CQED) experiment are summarized. This is
followed by a short introduction to the experimental setup and the most important experimental
procedures.

5.1 General design consideration

The experiment is designed to investigate light–matter interaction at its fundamental limit of sin-
gle photons and single quantum emitters. The key element is the BMR, which confines the light
in an extremely small mode volume V and has an extremely high Q-factor, such that a single
emitter in its vicinity is strongly coupled to single photons circulating inside the resonator. As a
quantum emitter single rubidium atoms were chosen. These are hydrogen-like atoms which are
well studied and can be controlled and manipulated very precisely using optical and magnetic
methods. In order to avoid perturbations from background gas the experimental system is placed
inside an ultra high vacuum (UHV) chamber. To increase the interaction time between the atom
and the light, we employ laser cooled atoms. The cooling is done by means of a magneto-optical
trap (MOT), followed by an optical molasses cooling stage. To avoid pollution of the resonator
by atoms from the background gas required for the MOT, a two-chamber design was chosen,
where the MOT is located in one and the BMR in the other chamber. To transfer the atoms from
the MOT to the resonator an atomic fountain is used, which is adjusted such that the turning
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point of the center-of-mass of the atomic cloud is at the position of the resonator. During the
time where the cloud is in the vicinity of to the resonator, several atoms come close enough to
strongly couple to the resonator field. However, these atom transits last only for approximately
1-3 µs, and happen non-deterministically. In order to perform measurements while the atoms
are strongly coupled, their presence has to be detected in real-time. The short interaction times
also prevent us from directly scanning the properties, such as the frequency of the interrogation
light field to obtain a spectrum of the atom–resonator system in a single experimental run. Thus,
we have to employ two laser fields, one for detecting the atoms and one for probing the coupled
system, whose properties have to be prepared in advance. Due to the short interaction times, we
have to alternate between the laser beams on the time scale of a few tens of nanoseconds. In our
experiment, this is achieved using electro-optical modulator (EOM)-controlled Mach-Zehnder
(MZ) modulators as fast switches and a field programmable gate array (FPGA)-based real-time
detection.
Due to the high quality of our resonator, the modes we are working with have linewidths that
are comparable with that of the atomic transition. Since the resonance is subject to drifts, a
frequency lock is necessary to keep the mode resonant with the atom. For that purpose, we
send a locking laser beam first through an EOM that modulates two frequency sidebands onto
the light, and then through the coupling fiber. The transmitted signal is monitored using a fast,
high gain avalanche photo diode (APD). A software-based Pound–Drever–Hall (PDH) locking
scheme is then employed to obtain an error signal for locking the resonator frequency. In or-
der to keep the noise level of the frequency lock low, this lock requires relatively high optical
powers (∼100 nW). However, for the investigation of light–matter interaction we have to work
on the level of single photons, and therefore require even lower optical powers (∼ 10 pW cor-
responding to a photon flux of ∼MHz), which are then recorded using single photon counting
modules (SPCMs). To protect the detectors from the light which is used for frequency locking,
a microelectromechanical (MEM)-switch directs the light transmitted through the coupling fiber
between the SPCMs and the APD and the resonator frequency lock is put on hold during the
actual measurement. Since we only need small amounts of light at almost the same frequency,
all optical beams for the interrogation of the atom–resonator system (not including the MOT-
system) originate from a single diode laser.

5.2 Experimental implementation of a BMR

In the following, we will review some important properties of BMRs which render them highly
advantageous for CQED experiments.

5.2.1 Fabrication of high-Q BMRs

There are various ways of fabricating whispering-gallery-mode (WGM) microresonators. The
essential ingredients for producing high-Q resonators are to use a low-absorption dielectric,
and to make its surface as smooth as possible, in order to avoid scattering losses. The highest
achieved values of Q are realized using macroscopic crystalline WGM resonators, made of e.g.
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CaF2. Using such resonators with a large diameter of 0.5 mm, Q∼1011 were achieved [73].
However, for CQED applications the requirement of sufficiently small mode volume, more pre-
cisely a large ratio Q/V , demands micron-sized resonators. The first WGM microresonators
were silica microspheres. Those are usually produced by melting a glass rod with a flame or
a laser. The molten glass then forms a droplet due to surface tension. Using this procedure,
resonators soon reached Q∼109-1010 for resonator diameters between 100-800 µm [129, 130].
With the objective to further decrease the mode volume and to make the fabrication compati-
ble with chip-based semiconductor processing methods, micro-toroid resonators were devised.
Those were developed from microdisc resonators, which are commonly fabricated using a com-
bination of lithography and dry etching. Due to etch-related blemishes their Q-factor usually
does not exceed Q∼105 [131]. For microtoroidal resonators, the microdiscs are further pro-
cessed in additional reflow steps. By heating the disc, the surface tension smooths the surface
and collapses the silica disc to a toroidal shape. This process enables the realization of res-
onators that reach Q∼108 [20, 132]. Moreover, new fabrication processes including chemical
etching enabled Q∼109 in wedge-resonators on a silicon chip, which do not require a reflow
process [133].
Compared to the multistep fabrication of micro toroids, the process of making a high Q BMR
is relatively straightforward. The bottle resonator for the CQED experiment is fabricated with
a fiber pulling rig using a heat-and-pull process [62]. The initial resonator fiber (PWF 200 T,
Ceramoptik) has a diameter of 500 µm with a 200 µm core and is tapered down to 36 µm over
a length of 6 mm. For microstructuring, the taper is heated locally using a focused CO2-laser
and pulled again to obtain two microtapers. This step causes the characteristic bottle shape
shown in Fig. 3.1b. The characteristic curvature of the bottle resonator used in the experiment is
0.014 µm−1 for a central diameter of 36 µm. Since the resonator surface is inherently smoothed
by surface-tension during the heat-and-pull process, no additional reflow step is required. With
this production technique modes with Q ∼ 4 × 108 have been demonstrated [76]. For the res-
onator mounted in our experiment we observe modes with Q as high as 4× 107, corresponding
to an intrinsic field decay rate of κ0 ≈ 2π × 5 MHz.

5.2.2 Evanescent coupling of WGMs with tapered optical fibers

The fact that a resonator structure sustains high-Qmodes, implies that these modes are extremely
well decoupled form their environment. But if we want to make use of the strong field enhance-
ment we also have to be able to interface the mode and couple light into and out of the resonator
in an efficient manner. For WGM resonators, free space coupling turned out to be very ineffi-
cient [134]. Several approaches to increase the coupling efficiency using nanoparticles have been
introduced [135]. In order to feed and probe the resonator field with high efficiency, light is usu-
ally coupled in and out of the resonator by frustrated total internal reflection. This is achieved
by overlapping the evanescent field of the resonator with the evanescent field of a coupling
device. Depending on their application, experiments commonly use dielectric prisms [136],
side-polished fibers [137] or tapered optical fibers or waveguides [138]. When using tapered op-
tical fibers for this purpose, the coupling can be performed with close to 100% efficiency [138],
thereby exceeding the coupling efficiencies of all other types of optical microresonators, where
the coupling through the cavity mirrors inevitably is accompanied by losses.
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The coupling efficiency between resonator modes and coupler modes is determined by the spatial
overlap of the fields, by the resonance condition of the resonator and by the wave vector distri-
bution of the mode in the resonator and the coupler. The latter corresponds to a phase-matching
condition which has to be fulfilled to enable constructive interference between the fields of the
coupler and the resonator at the coupling junction [139].
In our experiment, two coupling fibers are mounted inside the vacuum chamber. Both fibers
are produced from a standard optical single-mode glass fiber (F-SF, Newport) and are tapered
down to a minimal diameter of 500 nm. In order to fulfill the phase-matching condition, the
minimum-diameter section of the fibers is not exactly at the position of the resonator, but rather
shifted such that the resonator is coupled to a region of intermediate diameter. The transmis-
sion of both ultra-thin fibers including the taper-transitions in the setup has been measured to be
larger than 95% [86].
Due to the evanescent coupling, the rate at which the light couples into and out of the res-
onator can be adjusted by changing the mode overlap. Mounting the coupling fibers on nano-
positioning stages allows us to freely adjust the coupling rate κext. This is not possible for most
Fabry-Pérot (FP) resonators, where κext is a parameter which is fixed by design and fabrication.
Depending on the mode which is used a stable coupling from the under-coupled far into the
over-coupled regime can be achieved. This will be used extensively for the measurements re-
ported in chapter 6 and 7. In particular, the capability of the setup to interface the resonator with
two fibers synchronously will be essential for the experiments performed in Ch. 7.

5.2.3 Mode–mode coupling

Due to the rotational symmetry of WGM resonators, light can propagate clockwise (CW) or
counter-clockwise (CCW). Therefore, WGM microresonators support pairs of degenerated modes,
which counter-propagate inside the resonator. Whether the CW or CCW rotating mode is excited
from a waveguide depends on the direction of propagation of the light inside the waveguide. In
an ideal WGM resonator, the two modes are uncoupled and do not interact with each other.
However, Rayleigh scattering at imperfections of the surface or in the bulk material can inverse
the propagation direction of light in one mode and redirect it to the other [140]. The mode–
mode coupling is usually characterized by the rate h. The coupling between the two running
waves lifts the degeneracy of the standing wave eigenmodes and yields a splitting of their res-
onance frequency by ±h. When the mode–mode coupling dominates the resonator loss rates,
h > (κ0, κext), it can be observed as a splitting in the resonator spectrum. In addition, the scat-
tering into the counter-propagating mode will give rise to a reflection signal, i.e light propagating
in the opposite direction through the coupling fiber with respect to the probing direction. While
the transmission through the coupling fiber which is coupled to the empty resonator has to be
symmetric with respect to the probing direction, there can by an asymmetry in the reflection due
to interference between scattered light from several scatterers [141, 142].
While mode–mode coupling is strongly pronounced and significantly reduces the resonator per-
formance for microspheres or toroids, it seems negligible for most modes formed in the BMR,
in particular transverse magnetic (TM)-modes. This can be explained by the fact that the prolate
shape gives rise to a small polarization overlap of counter-propagating modes compared to res-
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onator types with larger curvature. For the modes which we use for the following experiments,
the mode–mode coupling rates are listed in Tab. 5.1.

5.2.4 Frequency tuning

In order to realize strong coupling between the atoms and the light it is essential to align the
frequency of both the probing light and the resonator with the atomic transition frequency. For
the laser light this can straight forwardly be achieved by locking the laser on the desired atomic
transition (cf. Sec. 5.4.2). To stabilize the frequency of the resonator to the same frequency
one has to be able to tune its resonance frequency in a controlled manner. For FP resonators,
this frequency tuning can be achieved by changing the distance between the two mirrors, which
usually is done by mounting one mirror on a piezo element. However, for WGM resonators it is
less straight forward. The first attempts to tune the frequency were done by heating the resonator.
The thermal modification of the refractive index of the resonator’s material gives rise to a shift
of the resonance frequency. As heat source electric heaters [143] or external lasers [144] can
be used. Another possibility is to exert strain on the resonator using a piezo element which is
either connected to two bars which are attached to the resonator structure [145] or, as possible
for bottle microresonators, to directly use the two end of the resonator fiber [146,147]. The latter
approach is also used in our experiment. The strain will affect the resonator’s refractive index n
and diameter D and thus causes a fractional change in the resonator’s eigenfrequency

∆ν

ν0
=
−∆n

n
− ∆D

D
. (5.1)

This enables us to tune the resonance frequency of the bottle resonator over a range of several
hundred GHz [146]. In our experiment the linewidth of the resonator and the atomic linewidth
are comparable. Thus, in order to allow continuous operation, an active frequency stabilization
is required. As explained in Sec. 5.4.2, this is achieved using a Pound–Drever–Hall (PDH)
resonator frequency stabilization, which acts on the tuning piezo elements.

5.2.5 Characterization of the modes used in the CQED experiment

In order to obtain a spectrum that spans several free spectral ranges (FSRs) of the resonator
installed in our experiment, we employ an external cavity diode laser (Velocity, New Focus),
which allows us to scan its output wavelength mode-hop-free over a range of up to 16 nm cen-
tered around 845 nm. In order to measure the spectrum of the resonator, coupling fiber A (cf.
Fig. 5.5) is aligned approximately at the center of the mode structure of the bottle resonator
and the laser frequency is scanned over 10 nm and the transmission signal through the fiber is
detected with an APD. The signal from this scan is shown in Fig.5.1a and the obtained FSR is in
good agreement with the expected numbers obtained from Eq. (3.16) using a radius R∼18 µm.
Determining the radial, azimuthal and axial quantum numbers p, m and q of a certain mode
is challenging, since these parameters cannot be obtained exclusively from the spectrum. In
particular, it is practically impossible to directly determine the radial quantum number p of a
mode experimentally since the characteristic radial intensity distribution is formed inside the
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Figure 5.1: a) Spectrum of the bottle resonator used in the CQED experiment. To obtain this
spectrum a tunable laser was scanned over 10 nm while the fiber transmission was recorded. A
repeating mode pattern can be identified, with a separation of ∆λm=4.62 nm or ∆νm= 1.96 THz,
which is in good agreement with Eq. (3.16). b) In a typical experiment, the laser frequency is
kept fixed at the atomic resonance and the resonance frequency of the resonator is tuned to the
desired frequency by pulling at the end of its fiber with a piezo. When scanning the piezo offset
voltage over a wide range, when the polarization is aligned with the TM eigenpolarization, three
prominent modes appear, as schematically shown here. These three modes have a fixed distance
of approximately ∼150 V and ∼50 V respectively.

resonator. However, all experiments are performed with the bottle modes that first become vis-
ible in the fiber spectrum when approaching the resonator with the coupling fiber. Since modes
with smaller p have smaller mode volume it is reasonable that these modes have the lowest radial
order, i.e. p≈0. Using this assumption, the azimuthal quantum number m can be estimated by
taking into account the resonator diameter and the resonance wavelength, which yieldsm ≈200.
In principle, the axial mode structure can be observed from outside the resonator via the light that
is scattered into free space, especially when using erbium doped resonators [76]. However, the
resonator used in the experiment is made out of pure silica, to avoid any unnecessary reduction
of the Q-factor. Furthermore, only limited optical access is provided, which makes it impossible
to observe a clear mode structure from scattered light. Another possibility to determine q is to
scan the axial mode profile using the coupling fiber as a probe. The axial mode number q can
then be inferred from the axial modulation of the resonator–fiber coupling rate. However, in our
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mode κ0/2π (MHz) h/2π (MHz) ḡ/2π (MHz) σ̄g/2π (MHz) q

#1 4.5 <1 19.8 9.7 1<q<4

#2 6 <1 16.6 6.1 1<q<5

#3 5 6.8 28.7 11.6 q<3

Table 5.1: Summary of the characteristic parameters obtained for the three most frequently used
resonator modes.

experiment this approach is difficult since the axial extension of the bottle modes exceeds the
vertical scan range of the piezo actuator in the nano-positioning stages. For this reason, one has
to make use of the slip-stick mode of the positioning stages which, however, results in unpre-
dictable jumps of the fiber position. Furthermore, the translation stages of the coupling fibers
are not perfectly aligned with the resonator fiber. This makes continuous scans very difficult to
perform and the result of such a scan is not very reliable. Thus, only an estimate of q can be
obtained from such scans, which is included in Tab. 5.1.
While for the long transmission scan shown in Fig. 5.1a a tunable laser was used, for usual
experiments we have to work at a fixed frequency corresponding to the transition frequency of
the atom. For this purpose a offset voltage is applied to the piezo pulling at the end of the res-
onator fiber. When scanning the piezo between 0 and 1 kV we obtain a mode spectrum which is
schematically shown in Fig. 5.1b. The voltage offsets might vary slightly for different tempera-
ture settings. From this spectrum, we choose one of the three modes depicted in Fig. 5.1b for our
experiments. These modes distinguish themselves from other modes by a very narrow linewidth
and the fact that they can be over-coupled very well. Historically, the modes are numbered #1-3.
For all three modes we managed to strongly couple single atoms to the resonator field. From a fit
to the spectra which are shown in Fig. 5.2, we can obtain an estimation of the coupling strength
between the resonator and the atom. These values, together with other resonator parameters are
summarized in the Tab. 5.1. It should be noted, that the obtained coupling strengths depend on
the experimental settings and the data analysis (cf. Sec. 5.4.7). Thus, the coupling strengths and
their distribution might vary for different experiments even though the same modes are used.
We can compare the coupling strength g obtained from fitting the Rabi spectra with the expec-
tation from the field distribution we have derived in Sec. 3.4. Figure 5.3 shows g as a function
of the distance from the resonator surface calculated for TM polarized modes coupled to the
cycling transition of the D2-line of a 85Rb atom. As expected, the coupling strength is highest
for the fundamental mode reaching gs

q=0 = 2π × 56 MHz at the surface, while the axial mode
with q = 3 reaches up to gs

q=3 =2π× 44 MHz at the surface. The coupling strength decays with
on an attenuation length of δg

q=0 = 131 nm and δg
q=3 = 130.4 nm, respectively, which we obtain

by fitting the curve to g(r) = gs
iexp(r/δ

g
i ). Figure 5.3 also shows the distribution of the distance

of the atoms from the resonator surface inferred from the fitted coupling strength distribution for
mode #2. Assuming that mode #2 has an axial quantum number q ≤ 3 the mean distance of the
atoms which contribute to the spectra is between 125-160 nm from the surface.
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Figure 5.2: Measured Rabi spectra for a) mode #1, b) mode #2 and c) mode #3 . The dots are
experimental data with (blue) and without atom (red) and the error bars indicate the 1σ statistical
error. The solid lines correspond to a theoretical fit using the full quantum mechanical model (cf.
Sec. 4.4.1), having only the distribution of the coupling strength as free parameters. The average
transmission spectrum is computed from a discrete set of coupling strengths, where the relative
weight wrel of each simulated spectrum is determined by a normal distribution, with mean µr
and standard deviation σr. From the truncated distribution we obtain the mean coupling strength
ḡ and the standard deviation σ̄g. These values can be obtained with the common definition for
the mean value and the standard deviation for a discrete data set and are summarized in Tab. 5.1.
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Figure 5.3: Distribution of coupling strengths g of a 85Rb atom in the evanescent field of a
BMR calculated as a function of the distance from the resonator surface. The coupling strength
is calculated for TM modes with axial quantum number q= 0 (blue) and q= 3 (red) and for the
case where we probe the cycling transition |F =3,mF =3〉 → |F ′=4,mF ′=4〉 of the D2-line.
The green area indicates the g-distribution we have obtained from fitting the Rabi spectra of
mode #2 (cf. inset in Fig. 5.2b), which is translated into a position distribution. For clarity the
distribution of both g and the position are indicated at the right and the top, respectively. The
dash-dotted line shows the mean coupling strength ḡ = 2π × 16.6 MHz and the corresponding
distance to the surface which is ∼ 125 nm for q=3.

5.3 Basic experimental setup

In the following, the key elements of the experimental setup will be described. This includes the
vacuum chamber, the laser system and the fiber network.

5.3.1 Vacuum chamber and fiber mounting

The goal of our experimental setup is to study the interaction between laser-cooled rubidium
atoms and the evanescent field of the BMR. In order to be able to cool the rubidium atoms,
the resonator and the atom source are placed in an UHV chamber. For cooling and delivering
atoms, a MOT in combination with an atomic fountain is employed (see Sec. 5.4.1). The MOT
is operated in a different chamber as the resonator, because for fast loading of the MOT an
enhanced background pressure of rubidium vapor is required. This would inevitable lead to a
contamination of the resonator surface, hence introduce additional losses and degrade its quality
factor. Thus, a two-chamber design, as depicted in Fig. 5.4a, was chosen. The lower chamber,
the so-called MOT-chamber, contains the rubidium dispensers and is surrounded by the MOT
setup. The upper chamber, the so-called science-chamber, contains the resonator and coupling
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Figure 5.4: a) Cross-section through the vacuum chamber setup. The atoms are trapped and
cooled in the lower vacuum chamber. Then, they are launched toward the upper chamber, pass-
ing through the differential pumping tube. In the upper chamber the resonator and the coupling
fibers are mounted. b) The fiber mounting stage is fixed on a massive copper block which is
connected to the vacuum chamber by four viton rings. The mount of the resonator fiber (blue
line) is rigidly connected to the copper block, and comprises two shear piezos which enable
frequency tuning of the resonator. The two coupling fibers, which are indicated by the solid and
dashed red lines, are both mounted on a 2D attocube piezo positioner. Using those, the coupling
fiber can be moved along the resonator axis and toward the resonator. In this sketch only one
coupling fiber mount is shown to improve visibility. The second coupling fiber is indicated by
the dashed red line. Figures adapted from [87, 126].

fibers, including all the hardware required for their positioning. The two vacuum chambers are
connected via a narrow tube, which keeps up the required pressure gradient and serves as a
feed-through for the laser-cooled atom cloud enabling the delivery to the resonator. While the
upper chamber is kept at ∼ 5× 10−10 mbar, the MOT-chamber operates at a higher background
pressure of ∼ 10−8 mbar.
The BMR is glued onto shear piezo stacks which enable strain-tuning of the resonance fre-
quency and we mounted inside the science-chamber. The resonator can be interfaced by two
coupling fibers whose four fiber ends leave the chamber via teflon-sealed swagelok adapters
(Vacom GmbH) and are connected to the fiber network (cf. Sec. 5.3.3). The section of each cou-
pling fiber that includes the tapered region is mounted on a two-axis translation stages (ANPx101
and ANPz101, Attocube) at right angle to each other. These stages employ a so-called slip-stick
method, which combines a large travel range for rough alignment and high resolution for fine
tuning of the fiber position. This enables us to precisely adjust the distance between each cou-
pling fiber and the resonator as well as their position along the resonator axis. The coupling
between resonator and coupling fiber depends on the overlap of the evanescent field of the res-
onator mode with the evanescent field of the fiber-guided mode. Since both decay exponentially
on the sub-micrometer scale, this coupling is extremely sensitive to relative position changes of
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the resonator or the coupling fiber. Thus, a lot of effort has been put into isolating the fibers and
their mounts from mechanical vibrations. This is done by mounting the fiber holders and trans-
lation stages on a 2 kg gold-plated copper block (see Fig. 5.4b) which rests on four viton rings,
thus avoiding rigid contact between the chamber and the fiber mounts. In addition, the mas-
sive copper block serves as a vibration dump. Furthermore, the mounting of the whole vacuum
chamber, especially the upper part, has been designed to provide optimal damping of vibrations.

5.3.2 Laser system

The CQED experiment employs several lasers which are set up on the so-called laser table while
the vacuum chamber is set up on the so-called science table. This section will briefly discuss the
basic elements and functionalities of the laser setup. A detailed discussion of the laser setup can
be found in Ref. [86, 127].

MOT-lasers

In order to produce enough optical power for the MOT, a diode-tapered-amplifier laser system
(MOPA, Sacher Lasertechnik GmbH) is employed. For cooling the atoms, this laser has to be
red-detuned to the cooling transition. Therefore, its frequency is locked to the cross-over peak
of the transitions |F =3〉 → |F ′=3〉 and |F =3〉 → |F ′=4〉 using frequency modulation spec-
troscopy. The cooling light is split into two paths and each path is sent through a double-pass
acousto-optic modulator (AOM) setup [148]. This enables us to perform frequency sweeps or
scans which are necessary for the atomic fountain and the polarization gradient cooling. The
AOMs are driven by a RF-signal generated by direct digital synthesizer (AODS 20160 STD,
Crystal Technology), which is frequency doubled and amplified (ZHL-1-2W+, Minicircuit), al-
lowing any predefined frequency pattern. Then the respective beams are coupled into polariza-
tion maintaining (PM) fibers and connected to two fiber-clusters (Schäfter+Kirchhoff GmbH)
which equally distribute the light into six beams of ∼25 mW output power. The outputs of
the fiber cluster are then directly connected to the MOT cage which prepares the six pairwise
counter-propagating collimated beams of orthogonal circular polarization. In order to achieve
a stable MOT, a repump laser is required to recycle the atoms which have been transferred off-
resonantly into the |F =2〉 dark state to the cooling cycle. Therefore, a grating-stabilized diode
laser (DL100, Toptica) is used, which is stabilized to the |F =2〉 → |F ′=3〉 transition via a
side-of-fringe lock (see Fig. 5.6b). Usually, several mW are sufficient to efficiently repump the
atoms.

Stabilization and interrogation laser

For all tasks concerning the control and interrogation of the resonator, we need light that is close
to resonance with respect to the atomic transition. These tasks include frequency and resonator–
fiber distance stabilization, as well as, detecting and probing the atoms. Since these task only
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Figure 5.5: Fiber network for light preparation, distribution and detection in the CQED experi-
ment. For a detailed explanation see main text. For the experiments described in chapter 6 and 7
the fiber network had to be adapted to fulfill the special requirements. For an description of the
symbols used see legend in App. A.9. Figure adapted from Ref. [86].

require very low light powers, a single external cavity diode laser (DL Pro, Toptica Photonics
AG) is employed. This laser is locked to the |F =3〉 → |F ′=4〉 hyperfine transition 85Rb
(see Fig. 5.6b). The beam is divided into four paths. Each path is equipped with an AOM in
double-pass configuration, which enables frequency tuning of ±100 MHz with respect to the
locking frequency, as well as, power regulation and stabilization. One part of the light is used
for stabilizing the resonator frequency (see Sec. 5.2.4). For this locking scheme the light has to
be modulated. Thus, the beam is also sent through an EOM. The other two beams are used for
detecting and probing the atom–resonator system.
All beams are then coupled into PM fibers and transferred to the science table, where they are
fed into the fiber network.

5.3.3 Basic fiber network

Once the different beams for controlling and probing the resonator are prepared they are trans-
ferred from the laser table onto the science table via PM fibers. Here, the different fields are
injected into different ports of an optical fiber network. This fiber network is used to distribute
and attenuate the different beams, which are then sent onto the resonator. In addition, it provides
polarization control and highly efficient collection of the photons coming from the resonator.
The basic setting is depicted in Fig. 5.5. However, for the experiments presented in the follow-
ing chapters, the fiber network was modified compared to this basic configuration in order to
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satisfy the specific requirements. All fibers of the fiber network are chosen to be single-mode
non-polarization maintaining fibers. To ensure good polarization stability we employ an air-
conditioning which keeps the temperature on the table stable (better than ±1◦). In addition, the
fibers are fixed to the optical table using tape.

The core of the fiber network is formed by two tapered optical fibers which are used to
interface the resonator. In the following they will be referred to as fiber A and B, and their
respective ends are numbered as port 1 to 4 (see Fig. 5.5). Both fibers are mounted inside the
vacuum chamber and spliced to the fiber network. Since fiber A is used for most standard
procedures, such as frequency stabilization and atom detection, the fiber network for this fiber is
much more elaborate than for fiber B. In the following, the different parts of the fiber network
are discussed in more detail.

Stabilization beam

Before sending the modulated stabilization beam onto the resonator, the light first passes a fiber-
based 50/50-beam splitter (BS) where half of the light is directed onto a photodiode (PD2). This
generates an error signal for an intensity stabilization. The remaining light passes through a fiber
bench, which comprises wave plates in order to align the light’s polarization with the resonator
eigenpolarization. Then, the light is combined with the detection arm on a 99/1-BS. Since we
do not want to send too much power through the tapered fiber, the beam is further attenuated by
an additional 99/1-BS. The remaining light, which is typically several hundred nW, is sent into
the chamber via port 1 and exits via port 2. Then, a MEM fiber-optic switch (MEMS OSW12,
Thorlabs) directs the light onto an avalanche photodiode (APD1). The photodiode signal is
subsequently used for generating the PDH frequency-lock signal and for the stabilization of the
distance between the fiber and the resonator.

Detection beam

The light used for detecting atoms in the resonator mode also arrives on the science table via
a PM fiber and passes through a fiber-integrated MZ intensity-modulator (NIR-MX800-LN-10,
Photline). The MZ modulators allow sub-nanosecond switching of the light fields. The detection
light then passes through a polarization controller before being sent onto a 50/50-BS, where it
is combined with the probing light. Then, the light is transmitted through a fiber bench where
first the polarization is cleaned with a thin-film polarizer and its polarization is adjusted using
wave plates. Before the detection light is combined with the resonator stabilization beam, some
light is extracted and sent onto PD1 for intensity stabilization. This signal is also used for the
calibration of the working point of the MZ-modulator. Since we want to interrogate the atom–
resonator system on the single-photon level we further attenuate the beam to several pW by using
two 99/1 fiber BS. The remaining light is then sent into the chamber where it interacts with the
resonator. After passing the chamber, the light is directed by the MEM-switch onto SPCMs
(SPCM-AQRH-13-FC, Perkin Elmer) which record the transmitted photons. The flexibility of
the fiber network allows us to quickly adapt the setup to detect atoms also from the opposite
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direction, i.e. from port 2 instead of port 1. Therefore, we only have to connect the fiber of the
detection beam to port 2 and monitor the photon counts detected by the SPCMs in port 1.

Probing beam

During the short interaction window, there is no time to switch the properties of the detection
laser beam, such as power, frequency or polarization. Therefore, it is necessary to prepare an ad-
ditional probing light field in advance that can then be used for interrogating the atom–resonator
system. After the detection of an atom in the resonator mode, the detection field is switched off
and the probing field on. The frequency and amplitude of the probing light are prepared on the
laser table. Then it is transferred to the science table via a PM fiber. There, it is coupled into
the fiber network and processed in a similar way as the detection light. For intensity stabiliza-
tion the signal from the internal photo diode (PD) of the probe’s MZ modulator is employed.
After the probe has interacted with the atom–resonator system, the transmitted light is recorded
by the same SPCMs in port 2 that are used for the detection procedure. While in the standard
configuration the probe is co-propagating with the detection, the fiber network makes it possible
to straightforwardly change the probing direction to all other ports. For some applications, it is
not necessary to change the light’s properties between the probing and detection setting. In this
cases, the switching between the two fields is simply disabled and the system is probed by the
detection light.
The standard configuration of probe and detection light, as described above, is used for measur-
ing vacuum Rabi splittings, as shown in Fig. 5.2.

5.4 Experimental procedures

In the following, the key experimental procedures to operate the experiment will be described.
This includes the laser-cooling and transfer of the atoms to the resonator, the frequency and
distance stabilization of the resonator and an overview of the real-time detection scheme.

5.4.1 Atom preparation and delivery

For our experiments, individual atoms have to be delivered reliably into the evanescent field
of the resonator. Before bringing the atoms close to the resonator, their motional degrees of
freedom have to be cooled. This is done by means of a MOT, followed by a polarization gradi-
ent cooling step. During this process a cloud of approximately 5 × 107 atoms is trapped from
the background vapor in the MOT-chamber. This commonly used technique uses six slightly
red-detunded (δ = 12 MHz), pairwise counter-propagating laser beams of orthogonal circular
polarization in combination with a magnetic field produced by two coils in anti-Helmholtz con-
figuration (see Fig. 5.6). After the MOT-phase, the atoms are launched toward the resonator
using an atomic fountain. This is done by switching off the magnetic field and red- and blue-
detuning the lower and upper beam triplets by ∆ω with respect to each other. The detuning is
achieved by applying a linear ramp with a slope of 1 MHz/ms. In this way a moving molasses
is created, which accelerates the center-of-mass of the atom cloud in z-direction. The initial

70



5.4. Experimental procedures

120.6 MHz

63.4 MHz

29,4 MHz

3036 MHz

780.24 nm
384.23 THz

re
p
u
m

p
er

co
ol

er

re
so

n
at

or

F' = 4

F' = 3

F' = 2
F' = 1

F = 3

F = 2

a) b)

I

I

Figure 5.6: a) MOT-configuration: The beams are aligned in a 1-1-1 configuration, in which
all beams have an angle of 54.7◦ to the (vertical) z-axis. This enables the atomic cloud to be
launched toward the resonator, i.e. in z-direction, without having the beams transiting the science
chamber. The polarization of the beams is chosen such that counter-propagating beams are
always of opposite circular polarization. The coils in anti-Helmholtz configuration that generate
the quadrupole field are indicated as black circles. The color code of the arrows indicates the
respective detuning for the moving molasses phase. b) Hyperfine structure of the 85Rb D2-line:
The red arrow indicates the frequency of the resonator, which is resonant to the |F = 3〉 →
|F ′=4〉 transition. The purple arrow shows the frequency of the cooling lasers of the MOT,
which are red-detuned from the |F =3〉 → |F ′=4〉 transition by δ = 12 MHz. In order to
launch the atomic fountain, the upper and lower beams are red- and blue-detuned respectively
by ∆ω, as indicated in a). For the polarization gradient cooling the two beams are further red-
detuned of δ = 50 MHz. The green arrow shows the repump transition, which is used for
recycling the atoms that decayed to the F =2 ground state during the cooling process.

velocity v0 of the cloud only depends on the detuning ∆ω and the wave vector k via [87, 126]

v0 =
√

3
∆ω

k
. (5.2)

This corresponds to the velocity of the atoms for which the experienced Doppler shift balances
the detuning. The additional factor

√
3 stems from the angle between the beams and the propa-

gation direction of the atoms, and reduces the effective wavelength of the molasses laser beams.
By adjusting the detuning of the respective MOT beams, the turning point of the cloud can be set
exactly to the position of the resonator. The detuning that is usually applied in the experiment
is ∆ω = ±2π · 1.77 MHz with respect to the initial MOT-laser frequency. The cloud takes
∼240 ms to travel the distance of 30.5 cm between the center of the MOT and the resonator,
which is located in the upper chamber. Before the atoms leave the MOT-beam cross section,
an additional polarization gradient cooling (PGC) step is performed. Therefore, the light’s fre-
quency is further shifted for all beams simultaneously to the red by δ ≈ 50 MHz. The additional
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3 ms of PGC reduce the temperature of the atoms to 6 µK. This temperature was estimated from
a time-of-flight experiment, as described in Ref. [62, 86].

5.4.2 Resonator frequency stabilization

In our experiment, the active stabilization of the mode’s resonance frequency is achieved using
a PDH locking scheme [149]. PDH locks offer several advantages, namely, they effectively de-
couple power fluctuations from frequency fluctuations, have a large recapture range, and are not
limited by the resonator linewidth. In order to generate an error signal for locking, light that is
resonant to the desired transition frequency passes through an EOM, driven by a local oscillator
at 42.8 MHz. The EOM performs a frequency modulation of the laser field, thereby generating
two frequency side bands. The light is then sent onto the resonator. The transmitted light is then
recorded by a high-gain APD and the obtained signal is mixed with the local oscillator. After
low-pass filtering we obtain the error signal is then analyzed by a LabView-based PID locking
routine which acts on the piezo that tunes the resonator. The bandwidth of the control loop is
mainly limited by the computational speed of the computer used [87]. During the experimental
phase in which atoms arrive at the resonator, the frequency lock is put on hold and the stabiliza-
tion light switched off.

5.4.3 Fiber–resonator coupling stabilization

For typical measurements the experiment is continuously acquiring data for several hours. Dur-
ing that time, the relative position between the resonator and the coupling fiber, and thus the
evanescent coupling between the resonator mode and the fiber-guided mode, can change. There
are ways to actively stabilize the coupling between the resonator and the coupling fiber, by
means of the PDH technique [150]. Due to the stability of our present setup an active distance
stabilization is, however, not necessary. When operating the experiment continuously for several
hours, we only counteract on slow drifts by interrupting the sequence every 300-500 sequence
run, which corresponds to 10-15 minutes, to perform an automatic distance calibration. For
the standard distance calibration, the coupling fiber is first withdrawn by a predefined distance.
While approaching the resonator again, the transmission signal is recorded by the APD. For the
critical coupling point the transmission should be zero. By fitting the recorded signal the control
program determines the point of minimal transmission, which should correspond to the critical
coupling point, and then places the coupling fiber at the determined position. This procedure
can also be extended for the case of two fibers coupled to the resonator [86].

5.4.4 Determining the resonator–fiber coupling

In the experiments presented in the following, we extensively make use of the fact that we
can change the coupling between the resonator and the respective coupling fibers by changing
the gap between them. For the evaluation of the experiments it is important to know both the
intrinsic loss rate κ0 and the coupling rate between the resonator and the respective coupling
fiber. These parameters can in principle be obtained by measuring a spectrum of the empty
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I (A) ∆B (MHz) Bz (G)

0 2.2 1.6

55 6.6 4.8

Table 5.2: The level shift introduced by the external magnetic fields, when 0 or 55 A are supplied
to the bias coil [122].

resonator, as shown in Fig. 5.2. However, since these measurements are conducted at the level
of single photons and performed in a pulsed sequence they are very time consuming. Therefore,
we pursue the following protocol outside the sequence to obtain the coupling parameters. We
send the stabilization laser onto the resonator and monitor the fiber transmission using the APD.
At the same time, the resonance frequency of the resonator mode is modulated by applying
an sinusoidal voltage ramp to the tuning piezo. This yields the empty resonator transmission
spectrum, which is exemplarily shown in Fig. 5.7a. In order to obtain a frequency calibration
of this measurement, we modulate the laser frequency using an EOM. This results in sidebands
at well known frequencies, which are used as a frequency ruler. The measured APD signal is
then deconvoluted with the piezo ramp and then fitted using a Lorentzian. The total resonator
loss rate κtot correspond to the half width at half maximum (HWHM) of the fitted curve. In
order to determine the intrinsic resonator losses we interfaced the resonator with a single fiber
coupler such that it is critically coupled , i.e. κA = κ0, where κA is the coupling rate between
fiber A and the resonator mode. The intrinsic resonator losses can be obtained via κtot =2κ0 as
shown in Fig. 5.7b. Once κ0 is known, the resonator–fiber coupling rate can also be determined
away from the critical coupling position using κA=κtot − κ0, as shown in Fig. 5.7c. When the
resonator is interfaced by two fibers, denoted A and B, the second fiber introduces an additional
loss rate κB to the resonator. When fiberA is critically coupled, i.e κA=κ0+κB , we can deduce
the coupling rate to the second fiber using κtot =2(κ0+κB), as shown in Fig. 5.7d.

5.4.5 Bias field

The science chamber is surrounded by several sources of magnetic background fields, such as ion
getter pumps or earth’s magnetic field. In order to guarantee a well-defined quantization axis for
the atoms, we apply a small bias field along the resonator axis. Since magnetic bias coils where
not considered when devising the setup, a single coil is placed on top of the science chamber, as
shown in Fig. 5.8. The coil consists of six windings and induces an in-homogenous magnetic
field. However, since the coil is aligned with the resonator axis, the field can be assumed to be
constant over the extend of the resonator. From the position of the coil and for maximal current
of 55 A which can be supplied by our current source (HPS-11560, Voltcraft), the calculated
magnetic field along the resonator axis at the position of the resonator amounts to Bz ≈ 5 G
(see Fig. 5.8). From the fits to the Rabi spectra and lifetime measurements of the atoms in
the resonator modes, the magnetic field experienced by the atom can be measured [86]. The
measured frequency shifts ∆B and deduced magnetic fields Bz are summarized in Tab. 5.2. We
obtain a background magnetic field Boffset

z ≈ 1.6 G and an additional bias field Bbias
z ≈ 3.2 G
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Figure 5.7: a) Measured APD signal (blue) when sinusoidally scanning the piezo voltage, which
tunes the resonator. Exemplary spectra obtained for mode #2 when it is interfaced by a single
coupling fiber which is b) critically coupled or c) over-coupled. In addition, the spectrum of the
mode when it is interfaced by two fibers, is shown in d). In b-d) the blue dots are the measured
APD signal and the red lines are the Lorentzian fits.

along the resonator axis. These results are in good agreement with the calculated values. The
present current source has a rise time of 50 ms for reaching the maximal current of 55 A.

5.4.6 Sequence

The experimental sequence is controlled by a computer program triggering and controlling most
of the tasks described before. A single sequence run lasts ∼1.7 s and is schematically shown
in Fig. 5.9. Each cycle starts with loading the MOT. For that time period, the cooling and
repump lasers and the magnetic fields for the MOT are switched on. At the same time, the
calibration of the MZ modulators is performed. This is necessary since even slight changes of the
temperature cause the relative phase of the two arms to drift, changing the working point of the
MZ modulators. During the MOT loading phase, the MEM directs the stabilization light onto the
APD and the frequency of the resonator is locked to the atomic resonance. After approximately
1.3 s the magnetic fields of the MOT are switched off and the atomic fountain is launched. This
is followed by a short PGC phase. When the atoms have left the cooling beam cross section,
the cooling and repump lasers are turned off using AOMs and mechanical shutters to avoid any
stray light during the actual measurements. The cloud takes ∼240 ms to travel to the resonator,
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Figure 5.8: a) The coil used to generate the magnetic bias field is placed on top of the science
chamber and is aligned with the resonator axis. b) The magnetic field components parallel Bz
and normal Bnormal to the resonator axis, as a function of the position along the resonator axis.
The position of the resonator is supposed to be is indicated with a dashed line. At this position
the magnetic field created by the coils is Bz ≈ 5 G fora maximal current of I = 55 A. Figure
adapted form Ref. [86].

which is located in the upper chamber. During this time, the coil used to create the magnetic
bias field along the resonator axis is switched on. Shortly before the cloud reaches the resonator
the frequency stabilization of the resonator is put on hold and the corresponding laser beam
is switched off. Now, the detection light field is switched on and the MEM directs the light
passing the resonator onto the SPCMs which are now gated on and the FPGAs start recording
photons. Once the atom-trigger FPGA detects an atom, it triggers the probing routine which
is described in detail in Sec. 5.4.7. The cloud remains close to the resonator for approximately
100 ms during which atoms arrive at the resonator (see Fig. 5.13d). This time window is referred
to as detection window. After the end of the detection window the sequence is started again by
loading the MOT.

5.4.7 Real-time atom detection

During the detection window, several atoms get close enough to the surface to enter the evanes-
cent field of the resonator mode. However, it is not possible to predict when a single atom
strongly couples to the mode. Thus, an active detection scheme has to be applied, capable of
detecting and reacting on the presence of an atom in real time. Since the atom transits are limited
to a few microseconds this imposes a strict time constraint for detecting the present of the atom
and to subsequently probe the coupled system.
For the purpose of detecting strongly coupled atoms, we make use of the fact that their presence
significantly alters the properties of the resonator field [151], and thus of the light transmitted
through the coupling fiber. For the two experiments discussed in the following, two different
techniques have been employed. Both rely on the same principle: In the absence of an atom
almost no light reaches the detection port. This significantly changes when the atom arrives in
the resonator mode. The arrival of the atom causes a burst of photons which can be used to her-
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Figure 5.9: Time line of the experimental sequence. A sequence run can be divided into two
parts, the preparation phase and the actual experiment, which will be performed during the
detection window. During the preparation phase, the atoms are cooled and delivered to the
resonator and all necessary calibration and stabilization routines are performed. In the detection
window, the cloud of atoms surrounds the resonator and the FPGAs detect single atoms and
record photons. Once an atom is detected, the MZ modulator switch on and off different probing
beams, in order to perform the actual experiment. After approximately 100 ms the cloud has left
the surrounding of the resonator and a new sequence starts with the preparation phase.

ald their presence. However, to accurately distinguish the transmission increase caused by atom
transits from fluctuations of the transmitted power, it is crucial to realize close-to-zero transmis-
sion to the detection port. In our experiment this can be realized by employing two different
methods, which will be briefly discussed in the following.

Atom detection for critically coupled fiber

The standard method achieves a dark detection port by critically coupling the fiber to the empty
resonator, see Fig. 5.11a. This means that the coupling rate between the coupling fiber and the
resonator κA is equal to the total loss rate of the resonator, including internal losses κ0. When
the resonator is interfaced by two second fibers, κB has to be added to the intrinsic resonator
losses, i.e. κA = κ0 +κB . In addition, the polarization of the detection light has to be aligned
with the eigenpolarization of the resonator mode. Depending on how well the input polarization
is adjusted, the remaining transmission through the fiber becomes less the 1-2 %. When an atom
strongly couples to the resonator field the transmission increases to∼70 % (cf. Eq. (4.14)). This
increasing photon rate at the detection port is used for detecting the presence of an atom. This
scheme is applicable for experiments which only use a single input polarization, which has to be
aligned to the resonator eigenpolarization. Nevertheless, it can be straightforwardly used with
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Figure 5.10: a) Schematic of the wiring of the atom-trigger (AT) and time-tagger (TT) FPGAs,
which are used for detecting atoms and recording the arrival times of the photons. b) Standard
sequence that is executed after the detection of an atom. First, during the probing window
the detection and probe lasers are switched off and on, respectively. This is followed by a re-
detection phase for which the detection (probe) light is switched on (off) again. After a wait
time, which is much larger than the time the atom couples to the resonator field, a second probe
pulse is sent onto the now empty resonator.

two fibers coupled to the resonator, as long as fiber A remains critically coupled. This technique
is employed for the experiments described in chapter 7.

Atom detection based on polarization rotation

For the second technique we make use of the polarization change introduced by the atom, when
sending not only the resonator eigenpolarization but also the orthogonal polarization through
the coupling fiber. The light with resonator eigenpolarization interacts in the usual way with the
resonator and atom. Due to the large birefringence of the resonator, the orthogonal polarization
is unaffected by the resonator and the atom, and is always fully transmitted. For realizing a
dark detection port for the empty resonator, we send the transmitted light onto a polarizing beam
splitter (PBS) and adjust its polarization such that we obtain zero power to one port of the PBS.
The presence of the atom will change the losses and phase of the polarization component that
couples to the resonator, and thus the polarization of the transmitted light. When the light now
impinges on the PBS the previously dark port will have an increased count rate. This can be
used for heralding the presence of an atom, even when the fiber is not critically coupled.

In Fig. 5.12 exemplary transmission bursts in the detection port caused by atom transits are
shown. When averaging over many such events, we can estimate the mean atom life time to1-
2 µs.
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Figure 5.11: a) Standard detection scheme based on critical coupling. Light polarized along
the resonator eigenpolarization, i.e. H-polarized, is sent through the coupling fiber and the
transmission is monitored at the fiber end. As long as there is no atom present in the resonator
mode, the critically coupled empty resonator reduces the transmitted power to almost zero. The
presence of an atom causes an increased on-resonance transmission, which can be used for
triggering on the presence of the atom. b) Detection scheme based on polarization rotation. A
superposition ofH- and V -polarized light is sent onto the resonator. Using the wave plates in the
output, the on-resonance transmission can be minimized in the detection port. The presence of
the atom will modify the loss and phase of the H-component, and thus change the polarization
of the output field. This yields an increased count rate in the detection port. In both, b) and c),
the small inset shows transmission spectra without (dashed) and with (solid) atom. The green
arrows indicate the large transmission change used for heralding the presence of an atom.

Atom-trigger FPGA

During the detection window, the transmission is continuously monitored by two SPCMs in the
detection port. The SPCMs produce a TTL pulse whenever they detect a photon, with quantum
efficiency of∼60%. The signal is then sent on an FPGA (XEM3010, Opal Kelly). This so-called
atom-trigger-FPGA, continuously records all photons detected by the SPCMs in the detection
port. If the number of counts within a time window ∆ttrig exceeds a certain threshold Ntrig
it triggers an atom coupling event. The FPGA records the time stamp of the coupling event
relative to the beginning of the detection window and sends a trigger pulse to a second FPGA,
responsible for recording all photon arrival times. In addition, the FPGA has several TTL outputs
which can be used for switching the MZ modulators to turn off or on the detection and probing
light fields. The internal delays caused by the triggering process of the FPGA are approximately
40 ns. The additional electronic and optical delays and the rise time of the MZ modulator give
rise to a total delay of ∆tdelay ≈180 ns between the time the Ntrig-th photon, that triggers the
coupling event, and the time the probing light, which is subsequently switched on, is detected.
This can be seen in Fig. 5.13a and b. Typical values used for the atom trigger process using a
detection beam with mean photon flux of 10-15 photons/µs are ∆ttrig = 1.2 µs and Ntrig = 7.
For a detailed discussion of the atom-detection and its technical implementation see Ref. [127].
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Figure 5.12: a)-e) Typical transmission traces of single atom transits, for a critically coupled
empty resonator. f) Mean transmission averaged over 1700 atom transits, such as depicted in
a)-e). The mean photon arrival time was shifted to be at t = 0 for each atom transit. For this
setting a mean atom life time of 1.05 µs can be deduced.

Time-tagger FPGA

In addition to the atom-trigger FPGA, a second FPGA (XEM3005, Opal Kelly) is employed to
record the arrival time of each photon click from all SPCMs used in the experiment. The so-
called time-tagger FPGA reaches sub-nanosecond resolution by making use of internal hardware
delays on the chip. Each FPGA can handle maximally 5 SPCMs at once. To keep the amount of
data transferred to the computer manageable, the window in which the photons are recorded is
limited to 25 µs before and after the time-tagger FPGA gets triggered by the atom-trigger FPGA.
For each atom trigger event the absolute timing of each arriving photon is recorded and then
referenced to the signal from the atom-trigger FPGA, in order to obtain a relative time within
the detection window. These time tags of a detected photon together with the corresponding
number of the detector are saved with 1/8 ns resolution. The time-tagging unit is extremely
powerful, since it not only allows us to compute the temporal evolution of the photon flux at
several output ports from the stored date, but it also allows time-correlated photon counting,
i.e to compute correlations between different detectors. This enables us to obtain second-order
intensity correlation functions, which are essential to investigate nonlinear effects.
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Figure 5.13: Averaged fiber transmission for a typical detection sequence and two different
second trigger values, a) N2trig = 0 and b) N2trig = 3. The prominent features of this plot
can be identified as artifacts of the detection and probing process. The significantly enhanced
transmission at t=0 marks the time when the Ntrig-th photon within 1.2 µs was detected. Thus,
there has to be a detected photon for each event. The sharp dip to almost zero transmission
at t = −1.2 µs appears because, if a photon had been detected at this time, the FPGA would
have triggered one time-bin earlier. Since we only select events for which a certain number of
photons were detected within the first detection window, the overall transmission is significantly
increased. Immediately after t=0 the transmission drops to its unbiased value. After∼0.2 µs the
detection light is switched off and the probe light turned on. This corresponds to the total delay
between the detection of an atom coupling event and the probing light arriving at the detector.
The time window in which the probe light is switched on for 500 ns is marked in green. After
the probing window, the probe light is switched off and the detection light on again. When
choosing N2trig > 0 a second peak follows at 0.7 µs caused by the biasing of the re-detection.
Applying a second trigger criterion of N2trig = 3 within the re-detection interval produces an
almost constant transmission during the probing window. However, the re-detection leads to a
reduction of the valid atom coupling events by a factor of 3 (see Tab. 5.3). The small spikes
that appear whenever the detection or the probing light is switch on or off corresponds to the
ring up or down of the resonator. c) Measured Rabi spectrum for different second trigger values,
N2trig = 0 (red) and N2trig = 3 (blue). d) The histogram of the atom detection time within the
85 ms detection window normalized by the total number of trigger events. It shows two peaks,
each corresponding to a certain velocity class of atoms that couple to the resonator on their way
up or down.
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Re-detection

The coupling between the atom and the resonator mode varies during the atom transit. There-
fore, the transmission after the atom detection is not constant but follows approximately an
exponential decay. This is partially caused by the fact that we continuously loose atoms which
either leave the evanescent field or crash against the resonator surface. For the latter case the
interaction with the surface would lead to a large shift of the atomic transition and the atoms
are lost for our purposes. In order to make sure that we only take atoms coupling events into
account, for which the atom remained strongly coupled during the complete duration of the
probing window, we perform a second detection. For that purpose the detection beam will be
switched on again within a time window of ∆t2trig ≈ 1µs (see Fig. 5.10b). Only those events
which still show an increased transmission, i.e. reach a threshold number of detected photons
N2trig within this time window, will be post-selected for further data analysis. For events which
do not fulfill the second trigger criterion it is very likely that the atom was lost during the actual
measurement. Applying a second trigger criterion, i.e. N2trig > 0, also reduces the number of
trigger events caused by photon or transmission noise nfalse, which we refer to as false trigger
events. In Fig. 5.13a and Fig. 5.13b the transmission as a function of time is plotted for two
values of N2trig. For N2trig = 3 the transmission remains constant over the whole probing win-
dow. We thus only select atoms which are stably coupled to the resonator field. Furthermore, in
Fig. 5.13c measured Rabi spectra that are evaluated for different N2trig are compared. While the
splitting can be clearly observed for N2trig = 3, for N2trig = 0 the splitting is completely washed
out [87]. When comparing the number of trigger events that fulfill the second detection criterion
with runs where the atomic fountain was not launched, i.e. no atoms will arrive at the resonator,
we can estimate the probability of false trigger events to be less than 0.01% after applying the
second trigger event (cf. Tab. 5.3).

5.4.8 Optical pumping and atomic state preparation

Since the evanescent field of TM modes is almost perfectly circularly polarized, the atom gains
angular momentum when it absorbs a resonator photon, i.e. the light drives ∆mF =±1 transi-
tions. Thus, already the interaction with the detection light can modify the atomic state. In partic-
ular, this allows us to control and prepare the atom before the interrogation in e.g. the outermost
mF -state of the Zeeman manifold. The preparation process is a combination of two effects. On
the one hand, our detection scheme is more sensitive to atoms already in the outermostmF -state
which has a larger transition strength than other mF states. On the other hand, the atoms are
actively pumped into this state by the detection process. As a consequence, the atoms that are
detected with light that is coupled into the CCW(CW) mode should be in themF =+3(−3) state
after the detection. This enables us to prepare the two orthogonal spin-states |F =3,mF =±3〉,
by just detecting the atoms from different directions through the coupling fiber. Once the atom
is detected, it is possible to transfer its population to the opposite side of the atomic level scheme
by exciting the counter-propagating TM mode, as indicated in Fig. 5.14a [86]. To experimen-
tally observe optical pumping, we detect the atom first using a field in the CCW mode and then
switch on a counter-propagating probe beam which couples to the CW mode. We apply a sec-
ond trigger criterion for the probe beam, thereby post-selecting only events where after 2.5 µs
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N2trig n
N2trig
events n

N2trig
events/n

0
events nfalse Pfalse T (∆ = 0)

0 54739 100% 66 0.024 0.528 ± 0.012

1 29747 54% 14 0.009 0.685 ± 0.019

2 22011 40% 3 0.003 0.688 ± 0.022

3 17189 31% 0 > 10−4 0.717 ± 0.024

Table 5.3: Effect of the re-detection on a transmission measurement. The total number of trigger
events without applying a second trigger criterion is n0

events. When increasing the threshold for
the re-detection, i.e. detecting N2trig photons within the re-detection window, the number of
events decreases to nN2trig

events. The number of false trigger events, which we obtain from runs in
which the cloud is not launched (every 20-th sequence run), is nfalse. The probability of having
a false trigger event is then given by Pfalse = 20 ·nfalse/n

N2trig
events. The on-resonance transmission

T (∆ = 0) increases when increasing N2trig. This is possible due to selecting atoms which are
stronger coupled to the mode. For larger N2trig, the ±1σ statistical error of the transmission
increases. This can be caused by the decreasing number of events taken into account and the
decay of the transmission within the probing window caused by losing the atoms.

the transmission in backward direction has more than N trig
2 = 6 counts in a time window of

∆t2trig = 1 µs. In Fig. 5.28 c, the average normalized transmission of the probe beam through
the coupling fiber is shown for a mean photon flux of 30 photons/µs, which corresponds to an
intra-resonator photon number nres =0.4. We observe a linear increase of the transmission which
saturates around 70% to a stable value after ∼ 2 µs. This behavior can easily be explained with
optical pumping: Initially, the atom is prepared in the |F =3,mF =+3〉 ground state by the de-
tection process. Subsequently, we probe with nearly perfectly σ−-polarized light, that drives the
|F =3,mF =3〉 → |F ′=4,mF ′=2〉 transition which is only weakly coupled to the resonator
(see Fig. 5.14a). Thus, we observe a transmission resembling that of an empty cavity (see left
inset of Fig. 5.14b). However, when the probe light is applied long enough the atom eventually
scatters a photon and is then transferred under the emission of a σ+-polarized photon to the
mF = 1 ground state. With each photon scattering, mF decreases and the coupling strength to
the σ−-polarized mode increases (cf. App. A.1) and reaches its maximum when the atom arrives
in the outermost mF -state, for which the probe light drives a closed cycling transition (see right
inset in Fig. 5.14b). In principle, when neglecting decays into free space, after three scattering
events the atom ends up in the |F =3,mF =−3〉 ground state.
For the experiment, a more relevant quantity is the number of photons that have to impinge onto
the coupled atom–resonator system in order to change the atomic population. We can model
this situation numerically, using the full quantum mechanical model introduced in Sec. 4.4.1, by
comparing the time of the process with the mean number of photons in the weak coherent driving
field. For the simulation, we take into account the Zeeman manifold of the ground and excited
states and consider both counter-propagating modes with their correct polarizations. From this,
we estimate that 12 photons have to impinge onto the resonator to reduce the population of the
initial ground state (mF = +3) to 1/e. Moreover, 20 photons are required to transfer 1/e of

82



5.4. Experimental procedures

-3 -2 -1 0 1 2 3

-4 -3 -2 -1 0 1 2 3 4mF'

mF
0.0

0.2

0.4

0.6

0.8

1.0

fib
er
tr
an
sm
is
si
on

0 1 2 3 4 5
0.0

0.2

0.4

0.6

0.8

1.0

time (μs)

gr
ou
nd

st
at
e
po
pu
la
tio
n

mF
3

2

1

0

-1

-2

-3

a)

c)

b)

detection probe

c)

Figure 5.14: a) Illustration of the optical pumping process: Level scheme of the |F =3〉 →
|F =4〉 transition. After the detection light (orange), which is σ+-polarized, has prepared the
atom in the |F =3,mF =3〉 ground state, counter-propagating probe light (green), which is σ−-
polarized, pumps the atom toward themF ′=−3 ground state. The red arrows indicate the decay
process. b) Average fiber transmission during the pumping process for an atom coupled to mode
#2, which is critically coupled in the absence of the atom. After 2.5 µs the second trigger crite-
rion is evaluated for the probe light. The insets illustrate the transmission spectra for the initial
situation, where the atom is only weakly coupled, and for the situation after pumping, where
the atom is strongly coupled. The red lines show the theoretical predictions for our experimen-
tal parameters, (g, γ, κ0, κext, s

b
in) = 2π × (16.6, 3, 5, 5, 0.4) MHz and a magnetic bias field of

B= 5 G. c) Evolution of the population of the individual Zeeman ground states, calculated for
the same parameters used in b). Figure adapted form Ref. [86].

the population to the opposite state (mF =−3). The efficiency of the pumping process strongly
depends on the detuning of the respective atomic level with the resonator mode. Thus, by apply-
ing magnetic fields or inducing light shifts, the |mF =3〉 → |mF ′=2〉 transition can be detuned
with respect to the |mF =3〉 → |mF ′=4〉 transition, and thus the pumping can be strongly
suppressed. Already applying a small magnetic field of 5 G increases the number of photons
necessary to transfer the population out of the initial Zeeman state to 18. From this simulation,
we also obtain the resulting transmission, which is shown in Fig. 5.14b.
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CHAPTER 6
Nonlinear phase shift

Photons that travel through free space do not interact with each other and are well decoupled
from their environment. This, in combination with the large bandwidth of optical photons,
makes optical signals, which are guided in optical glass fibers, the preferred method for commu-
nicating information over long distances, enabling unprecedented communication speed [152],
for example. Furthermore, in the context of quantum information processing, the decoupling
from the environment, and thus their robustness against decoherence renders photons a promis-
ing candidate for encoding quantum bits (qubits). Compared to other systems, such as trapped
ions or solid state qubits, the high mobility makes photons also a versatile resource for quantum
cryptography and quantum communication [4]. Since individual photons can easily be manip-
ulated, e.g., using wave plates or interferometers, single-qubit operations are straightforward to
incorporate. However, the weak interaction between photons turns out to be a drawback for
realizing photon–photon entangling operations which are essential for many applications. A
possible approach to implement effective photon–photon interaction is the use of Kerr nonlin-
earities. Such nonlinearities might be introduced by linear optics and projective measurements,
as proposed by Knill, Laflamme and Milburn [153]. There, the nonlinearity arises through the
post-selection on certain photon detection events. As an example, this approach has recently
been used to implement quantum algorithms in systems of up to four photons [154]. However,
these protocols are inherently probabilistic and require significant resource overheads [153].
This makes it difficult to scale the process to a larger number of photons or operations.
A deterministic approach, which promises scalability, is to directly employ Kerr-nonlinear me-
dia. In a Kerr medium, the light modifies the material’s index of refraction, such that the light
propagation becomes power-dependent. These media are typically characterized by a refractive
index nKerr that has a nonlinear component [155]

nKerr = n0 + n2I . (6.1)

Here, n0 is the ordinary refractive index, I = n0ε0c|E|2/2 is the optical intensity of a probe
beam and n2 = 3

2n2
0ε0c

χ(3) is the coefficient that characterizes the strength of the optical Kerr
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nonlinearity, where c is the speed of light, ε0 the permittivity of free space and χ(3) the third-
order nonlinear optical susceptibility. A monochromatic beam, with vacuum wavelength λ,
traversing a Kerr medium of length L will then experience a nonlinear phase shift

φNL =
2π

λ
χ(3)|E|2L . (6.2)

Conventional materials such as fused silica or silicon have rather small χ(3), which are on
the order of ∼ 10−24-10−18 m2/V2 [155]. However, quantum logic protocols operate in the
single-photon regime. At this level, these materials yield negligible phase shifts for typical set-
tings [156]. This makes Kerr media-based optical quantum computing extremely challenging, if
not impossible.
Advances in quantum optics have opened up new possibilities for realizing Kerr nonlinearities
which show significant response at the single-photon level. For example, the saturation of atomic
absorption can be employed. In the simplest case, an atom can be considered as a two-level sys-
tem, having a single ground state |g〉 and an excited state |e〉. It only absorbs light when it is in
|g〉, whereas it emits or amplifies light when it is in |e〉. Such a two-level system can only ab-
sorb a single photon within the lifetime of its excited state. Thus, its response changes after the
first absorption. In order to exploit the nonlinear response of an atom, deterministic interaction
between the light field and the atom is required. To enhance the atom–light interaction differ-
ent methods can be pursued. For example, it is possible to map the photon onto the collective
state of an atomic ensemble using a second control field. For a weak probe field, the control
field induces a spectral transparency window in the otherwise opaque medium through electro-
magnetically induced transparency (EIT) [157]. An additional switching laser that is coupled to
another metastable state can then be used to destroy the quantum interference associated with
EIT causing a strong nonlinear response [158].
An alternative approach exploits the strong atom–atom interactions for atoms in a state with a
high principal quantum number, a so-called Rydberg state, onto which the photon is mapped
using Rydberg EIT [159]. The nonlinearity in this case arises from the so-called Rydberg exci-
tation blockade, which is a consequence of the strong interaction between two Rydberg atoms
that tunes the two-photon transition out of resonance. This prevents the simultaneous excitation
of two atoms that are separated by less than the blockade radius [160]. Thereby, it destroys the
transparency for other incoming photons and leads to absorption for multiple photons.
Another technique is to enhance the nonlinearity by means of an optical resonator, thus allowing
high nonlinear response with weak electromagnetic fields. The enhancement of the nonlinear
interaction depends on the quality factor Q and mode volume V of the resonator. Of particular
interest is the case where the nonlinearity is mediated by a single atom which is coupled to the
resonator field. For strong coupling this gives rise to the nonlinear energy level structure of the
Jaynes–Cummings model (cf. Sec. 4.1). In this regime, a single photon already saturates the
atom, thus it modifies the response of the atom–resonator system at the level of single photons,
yielding large nonlinearities [161, 162].

Using the aforementioned techniques a large variety of ground breaking experiments have
been performed employing strong nonlinear effects for realizing single-photon switches [70,163]
and transistors [164–166], two-photon gateways [167], nondestructive photon detection [103],
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and photon routers [69,71]. In addition, several implementations of nonlinear phase shifters have
been demonstrated. For nonlinear phase-shifters, the seminal paper by Turchette et al. [168]
achieved a nonlinear phase shift of 0.1π in transmission of a high finesse Fabry-Pérot (FP) cav-
ity containing a single atom. For the reflected signal from a single-sided photonic crystal cavity
containing a weakly coupled quantum dot, a phase shift of 0.015π was obtained [169]. Pho-
tons transmitted through an atomic ensemble showing Rydberg blockade combined with EIT
achieved a nonlinear phase shift of 0.32π [170]. Here, we report a nonlinear phase shift of π
between the cases of individual photons and pairs of photons passing a whispering-gallery-mode
(WGM) resonator which is coupled to a single atom. This amounts to the largest possible non-
linear phase shift for the smallest amount of light. In addition, we demonstrate that this effective
photon–photon interaction causes entanglement of two initially independent photons.
At this point we should note, that after our results were published, two experiments were per-
formed, showing large nonlinear response. The first stored a photon in an atomic ensemble
which creates a phase shift of π for a second light pulse by means of Rydberg blockade com-
bined with EIT [171]. The second experiment demonstrated a conditional phase shift of π/3
between a signal photon stored in an atomic ensemble and a control photon traversing a cavity
containing the memory [172].

This chapter is organized in the following manner. First, we introduce the working princi-
ple of our single-photon nonlinearity and the experimental procedure to observe it. Then, we
investigate the phase shift introduced by the presence of a strongly coupled single atom. Most
importantly, we study the nonlinear phase shift on the single-photon level and fully characterize
the transmitted two-photon output state by means of quantum state tomography. Finally, we give
a short outlook of how to realize a deterministic photon–photon gate using our system. Parts of
this chapter where published in Ref. [173].

6.1 Working principle

In our experiment, we harvest the nonlinearity of a single atom by enhancing its interaction with
the light field by means of an optical resonator. The first demonstrations of a single-photon non-
linearity in the realm on cavity quantum electrodynamics (CQED) were performed in transmis-
sion through a double-sided FP cavity. Since the on-resonant transmission through a FP, which
is coupled to atoms, is very low, these experiments were conducted far detuned from resonance,
resulting in rather small nonlinear phase shifts [168]. In order to avoid this limitation, we follow
the proposal of Hoffman et al. [161], who suggested to use the reflection from a single-sided FP
resonator that is operated in the over-coupled regime. Here, we employ a whispering-gallery-
mode WGM resonator which is interfaced by a tapered fiber coupler. Making use of the chiral
light–matter interaction, the fiber transmission is the physical equivalent of the reflection from a
single-sided FP.
The nonlinearity is induced by a single 85Rb atom that is evanescently coupled to our WGM res-
onator. The system is sketched in Fig. 6.1. For the experiment we select a transverse magnetic
(TM) polarized resonator mode. Light which is guided in the coupling fiber that couples to this
mode has a polarization which, in the following, we will refer to as horizontally (H-) polarized.
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Figure 6.1: a) When the light is horizontally (H-) polarized, the presence of an atom in the
resonator mode prevents single H-polarized photons from entering, and as a consequence, no
phase shift occurs. However, in the case where two photons arrive at the same time, the response
of the system changes due to the nonlinearity of the atom–resonator system and an additional
phase shift of π is imprinted onto the light. b) In contrast, when the incident light is verti-
cally (V -) polarized, it does not couple to the resonator mode. Thus, no phase shift occurs
and the light simply passes the resonator unaffected. This polarization component serves as a
phase reference. c) Schematic of the fiber–resonator and resonator–atom coupling including a
scheme of the atomic levels involved. The interaction of the atom with the circularly polarized
resonator light field, i.e. σ+-polarized for the CCW propagating mode, drives the cycling tran-
sition |F =3,mF =3〉 → |F =4,mF ′=4〉. In this case, the atom cannot emit photons into the
counter-propagating, σ−-polarized CW resonator mode. Thus, we obtain the favorable situation
where the atom only interacts with a single resonator mode, similar to the case of a strongly
birefringent, single-sided FP resonator.
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Figure 6.2: Comparison of single- and two-photon component of the output field as a function
of the resonator–fiber coupling rate κext in units of the intrinsic resonator loss rate κi. a) The
single-photon transmission of H-polarized photons, T (1)

H , compared to the square root of the
two-photon transmission, (T

(2)
H )1/2. For comparison, the transmission for the empty resonator,

T 0
H , is also shown. b) The phase of a single photon, φ1, two-photon component, φ2, in the

output field. All curves are calculated on resonance for our experimental parameters (g, γ, κi) =
2π × (13.5, 3, 8.4) MHz. The green shaded area indicates the parameter regime in which a)
nonlinear transmission or b) nonlinear phase shifts occur. The dashed line indicates the point for
which the spectra in Fig. 6.3 are plotted.

Light with orthogonal polarization, which will be referred to as vertically (V -) polarized light,
does not couple to the resonator since, due to the strong birefringence of the resonator, no trans-
verse electric (TE) modes exist close to the resonance frequency of the atom. Thus, V -polarized
light is fully transmitted. On resonance, when H-polarized light passes the resonator it will
partially couple into the resonator and then couple back into the fiber, thereby acquiring a phase
shift of π due to the interaction with the resonator mode. The transmission through the coupling
fiber of this polarization component is then given by

tH =
κL − κext

κL + κext
. (6.3)

Here, κext is the fiber–resonator coupling strength, κL the resonator loss rate. For the case of
an empty resonator, the losses stem from the intrinsic resonator losses, κ0

L = κi, where the
superscript indicates the absence of the atom. In the following, we consider the case where
the empty resonator operates in the over-coupled regime, i.e., κext > κ0

L. In this regime, the
amplitude of the light that couples from the resonator back into the fiber is larger than that of
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Figure 6.3: Comparison of single- and two-photon component of the output state as a function of
the probe light detuning, for the setting where T (1)

H =(T
(2)
H )1/2 on-resonance, i.e. κext = 2.8κi.

a) The single-photon transmission of H-polarized photons, TH , compared to the square root
of the two-photon transmission, (T

(2)
H )1/2. For comparison, the transmission for the empty

resonator, T 0
H , is shown. b) The phase of a single photon, φ1, and two-photon component, φ2, in

the output filed. c) Nonlinear phase shift which is calculated from φNL =φ2 − 2φ1. All curves
are calculated for our experimental parameters (g, γ, κi, κext)=2π × (13.5, 3, 8.4, 23.5) MHz.
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the light transmitted without interacting with the resonator. Consequently, the phase of the total
light field in the nanofiber after the interaction with the resonator equals π, i.e. t0H<0.
The situation is different if an atom is coupled to the resonator. In this case, the presence of the
atom, which interacts with strength g with the light in the resonator, significantly suppresses the
intra-resonator field by changing the effective resonator loss rate to κ(1)

L = Γ + κi, where the
superscript indicates the presence of the atom and single photons impinging onto the resonator.
The additional term Γ = g2

γ is the atom-induced loss rate, which is given by the product of the
excited state population per intra-resonator photon in the weak driving limit g2/γ2, multiplied
by the atom decay rate γ (cf. Sec. 4.5.2). For sufficiently strong coupling strength κ(1)

L > κext,
and the atom puts the system in the under-coupled regime. In this case, photons that arrive one
by one do not acquire a phase shift, i.e t(1)

H > 0. Thus, the presence of the atom can be used to
shift the phase of single photons, if κ0

L < κext < κ
(1)
L .

However, as the atom is strongly coupled to the resonator, it acts as a saturable absorber on
the single-photon level. As a consequence, the atom-induced losses per photon are significantly
smaller when twoH-polarized photons are incident on the resonator at the same time, i.e. κ(2)

L �
κ

(1)
L . For adequate values of κext, i.e. κ(2)

L <κext<κ
(1)
L , the system is again in the over-coupled

regime and the two-photon wavefunction acquires a phase of π, i.e t(2)
H <0, as shown in Fig. 6.1a.

When neglecting optical losses, the interaction with the coupled atom–resonator system modifies
H-polarized photons according to

|1〉H = â†H |0〉 7−→ â†H |0〉 ,√
2 |2〉H = â†H â

†
H |0〉 7−→ −â†H â

†
H |0〉 . (6.4)

In Eq. (6.4), we have introduced the creation operator for a photon in the output mode of the
coupling fiber at a given time, â†H . Since the phase acquired by pairs of photons is not twice the
phase shift acquired by single photons, this corresponds to a nonlinear phase shift, which in this
ideal situation is π.
In order to incorporate photon loss which is introduced by the atom–resonator system, we define
transmission coefficients for single photons and pairs of photons in the output mode as

t
(1)
H =

〈ŝ†out〉
〈ŝ†in〉

and t
(2)
H =

〈ŝ†outŝ
†
out〉

〈ŝ†inŝ
†
in〉

, (6.5)

where we introduced the creation operator of the H-polarized input field ŝ†in and of the out-
put field ŝ†out operators. The latter can be obtained from the input–output relation ŝout = ŝin−√

2κextâres, using the resonator field operator âres. From Eq. (6.5), we can compute TH = |t(1)
H |2

and THH = |t(2)
H |2, which give the ratio between the expectation value for obtaining one or

two photons at the output for light that interacted with the atom–resonator system or not. The
respective phases of the one- and two-photon component are given by

φ1 = arg (ŝ†out) and φ2 = arg (ŝ†outŝ
†
out) . (6.6)

For a linear system, the state of photon pairs should be the product of the two single-photon
states, thus T (2)

H = T
(1)
H · T (1)

H and φ2 = 2φ1. In order to get an idea of how the experimental
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6. NONLINEAR PHASE SHIFT

parameters influence this process we numerically calculate these transmission values. For this
purpose, we only consider a two-level atom coupled to a single resonator mode for which we do
not take into account its imperfect circular polarization in order to reduce computational com-
plexity. To correctly account for two-photon effects, we include the first two excitation of the
resonator mode and use a weak coherent field as input. Figure 6.2a shows T (1)

H and (T
(2)
H )1/2,

as a function of the resonator–fiber coupling rate in the presence and absence of an atom. The
corresponding phases for the empty resonator, single-photon and two-photon component, φ0, φ1

and φ2, are plotted in Fig. 6.2b. The phase flips occur at the respective critical coupling points.
Thus, in order to obtain a nonlinear phase shift, we have to set the resonator–fiber coupling to
this intermediate region. In Fig. 6.3 the spectral response of the system in this intermediate re-
gion is plotted in addition with the resulting nonlinear phase shift, φNL =φ2 − 2φ1. From these
plots it becomes evident that it is essential to work on resonance to obtain the maximal nonlinear
phase shift.

In order to measure the phase shift experimentally, we launched H-and V -polarized light
through the coupling fiber. As already mentioned, th V component does not couple to the TM
resonator mode and is thus not affected by the resonator (see Fig. 6.1d). Thus, when sending,
both H- and V -polarized light through the coupling fiber, the V -component can act as phase
reference for the H-component. Choosing +45◦ (i.e., H+V ) as input polarization, the quantum
states for the case of two photons before and after the interaction with a lossless atom–resonator
system are given by

|ψ input〉 =
1

2
√

2

(
â†H â

†
H + 2â†H â

†
V + â†V â

†
V

)
|0〉 =

1√
2
â†Dâ

†
D|0〉

=
1

2

(
â†V a

†
D + â†H â

†
D̄

)
|0〉 , (6.7)

|ψ output〉 =
1

2
√

2

(
−â†H â

†
H + 2â†H â

†
V + â†V â

†
V

)
|0〉

=
1

2

(
â†V a

†
D − â

†
H â
†
D̄

)
|0〉 , (6.8)

respectively. Here we introduced the creation operators for vertical, plus (D), and minus (D̄)
45◦-polarized photons a†V , a†D = (a†H + a†V )/

√
2 and a†

D̄
= (a†H − a

†
V )/
√

2, respectively. Due
to the nonlinear interaction, an additional phase occurs for the a†Ha

†
H |0〉 term which, in the case

of a π phase shift, results in the minus sign. As a consequence, the output state |ψ output〉 is
no longer separable. Thus, two previously independent photons are entangled, which becomes
evident when comparing the last expressions in Eq. (6.7) and Eq. (6.8).

6.2 Experimental procedure

In the following, we want to experimentally study the phase shift induced by our system in two
situations. First, we investigate the phase shift between the case of an empty resonator and the
case where a strongly coupled atom is present in the resonator mode. Second, we will look at
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Figure 6.4: The setup for measuring the nonlinear phase shift consists of the fiber network and a
free space polarization analyzer. For an explanation of the symbols used see legend in App. A.9.

the nonlinear phase shift between the case where one or two photons simultaneously interact
with the atom–resonator system. For this purpose, we use the TM polarized mode #3 which has
an internal loss rate κ0 = 2π × 5 MHz and a mode–mode coupling h = 2π × 6.8 MHz (cf.
Sec. 5.2.5), which for simplicity we treat in our theoretical model as a total intrinsic loss rate
κi =

√
κ2

0 + h2 = 2π × 8.4 MHz. This mode was chosen, bacause it enables stable coupling
to the fiber for κext � κi. We tune the bottle microresonator (BMR) and the incident light
into resonance with the |F =3〉 → |F ′=4〉 transition of the D2-line of 85Rb. Furthermore, we
make use of the chiral light–matter interaction, which occurs for TM modes that are coupled
to atoms in the cycling transition (cf. Sec. 4.4), to realize the situation where the atom only
interacts with a single resonator mode, as depicted in Fig. 6.1c. We probe the coupled atom–
resonator system by continuously sending a weak coherent laser beam onto the resonator with a
power corresponding to a flux of 14 photons/µs. This corresponds to an intra-resonator photon
number of nres = 0.13, for a critically coupled, empty resonator. The polarization properties
of the transmitted light are then investigated using a polarization analyzer setup, as shown in
Fig. 6.4. This free space setup analyzes the light’s polarization in three orthogonal bases which
are separated from the output beam using nonpolarizing beam splitters (BSs). Each basis is
equipped with wave plates or a Berek compensator and a polarizing beam splitter (PBS) cube to
perform a projective measurement. The bases are adjusted such that the first PBS projects onto
the resonator eigenbasis, given by (H-V ), the second PBS projects onto±45◦ polarization basis,
(D-D̄), and the third PBS on the right and left circular polarization basis, (R-L). While H-V
is fixed by the resonator mode, the other two are assigned arbitrarily since we cannot identify
the relative phase between the two components. After passing through the PBS the beams are
coupled into multi-mode fibers and sent onto single photon counting modules (SPCMs). For
the reconstruction of the two-photon polarization state we have to analyze the cases where two
photons simultaneously exit the coupling fiber. For this, we measure correlations of photon
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6. NONLINEAR PHASE SHIFT

detection events between combinations of basis states. In order to measure the correlations
between the same basis states, some ports are equipped with multi-mode fiber beam splitters.
Due to the limited number of SPCMs available, only a single SPCM is used in the V and L
basis. In total, we employ ten SPCMs, as shown in Fig. 6.4. The arrival times of all photons
are then recorded by the time-tagger FPGA (cf. Sec. 5.4.7) and are then used to calculate the
transmission to the respective ports and to compute photon correlation functions.

6.2.1 Atom detection for an over-coupled resonator

For the experiments discussed in this chapter, the empty resonator is not critically coupled, but
has to be over-coupled. Thus, we require a new scheme to detect atoms in the resonator field,
which is introduced in the following (see also Sec. 5.4.7 or Ref. [128]). We adjust the ratio of
the amplitudes of the two polarization components, H and V , of the incident light field such
that they have the same amplitude after the interaction with the empty resonator. Without atom,
the resonator imprints a phase shift close to π on the H-component of the incident light and
rotates the output polarization to D̄, thereby minimizing the power at the D-detectors. When
an atom couples to the resonator, this phase shift disappears and the transmission of the H-
component changes. This results in a change of the polarization of the transmitted light which
causes a measurable signal on the D-detectors. This realizes a situation similar to our standard
detection scheme and allows us to detect atoms in the over-coupled regime. After the atom
detection, we collect our measurement data in the subsequent 500 ns time interval, followed by
a 1 µs re-detection, which ensures that the atom is still coupled to the resonator at the end of the
measurement window. For the atom detection we employed a first trigger criterion of Ntrig = 7
within 1.2 µs and a second trigger criterion Ntrig2 =2 for the re-detection.

6.3 Single-atom phase shift and polarization rotation

Before investigating nonlinear effects, we analyze the polarization change of the transmitted
light between the empty resonator case and the case where an atom is coupled. This polarization
change stems from the phase shift of the probing field conditioned on the presence of the atom.
Such a phase shift is key for realizing nondestructive photon detection [103] or the realization of
atom–photon entanglement [174, 175]. In order to find the optimum working point we measure
the atom-induced phase shift, as a function of the fiber–resonator coupling strength κext. To
determine the phase shift it is sufficient to measure the power detected in the ports of the H-V
and D-D̄ basis, for the case with atom, PH , PV , PD and PD̄, and without an atom present,
P 0
H , P 0

V , P 0
D and P 0

D̄
. The transmitted powers are normalized to the total signal obtained in

the respective basis when the resonator is far detuned from the probe frequency, and are shown
in Fig. 6.5. In the case where no atom is present, the transmitted field is purely D̄-polarized.
The atom now shifts the phase between the H- and V -component and causes the polarization
to rotate. In the ideal case, when the transmitted amplitudes do not change due to the atom, the
interaction only causes the sign of the H-component to flip, and we expect the output field to
be D-polarized. From a polarization analysis, we determine the overlap of the output light field
with D-polarization, as well as, the survival probability of the incident photons. The results
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6.4. Measuring single-photon nonlinearity

are shown in Fig. 6.6a. We observe a monotonous increase of the photon survival probability
with the coupling rate κext while the overlap withD-polarization reaches a maximum of 0.82 for
κext =2κi. This demonstrates the significant effect a single atom has on the transmitted light.
In order to model this behavior theoretically, we assume a normal distribution of the atom–
resonator coupling strength g, which originates from the motion of the atom through the res-
onator mode. We then fit this distribution, with the mean coupling strength ḡ, the standard devia-
tion σg, and the detuning between the atom and the probe light as the only free parameters. From
this fit, which very well reproduces our measurements, we obtain ḡ = 2π × (13.5± 1.5) MHz,
σg = 2π × 4 MHz and ∆AP =2π × 2.2 MHz.
Assuming that the V -polarized light is unaffected by the resonator, the relative phase shift ∆φ
introduced by the atom can be obtained by comparing the phase shift introduced by the empty
resonator φ0 with the phase shift when the atom is present φ1 and can be directly inferred from
the measurements in Fig. 6.5 via [176]:

∆φ = φ1 − φ0 using cos (φi) =
P i
D̄
− P iD

2
√
P iHP

i
V

(6.9)

Here, the superscript of P indicates whether the transmitted power is measured with or without
the atom present. In Fig. 6.6b, ∆φ is plotted as a function of the resonator–fiber coupling
strength. For κext = 1.9κi we obtain a maximal phase shift of φlin = 0.85π. This conditional
phase shift is comparable to the results in [174,177] and much larger than those recently reported
for solid-state systems [178]. The fact that we do not reach the maximal value of π can be related
to the non-zero detuning and the distribution in coupling strengths. For the optimal setting the
largest atom-induced phase shift is accompanied by a small probability of recovering the photon
(P 0

H + P 0
H)/2=0.2. For higher recovery probability one would have to increase κext for which

finite detunings however would significantly reduce the phase shift (cf. lines in Fig. 6.6b).

6.4 Measuring single-photon nonlinearity

In order to measure the nonlinear response of our atom–resonator system, we have to determine
the phase shift between the single and pairs of photon exiting the coupling fiber. This is achieved
by means of quantum state tomography. From that, we will be able to examine the nonlinear
behavior of our system and the nonclassicality of the obtained output state.

6.4.1 Correlation measurements and tomography

We now choose the working point κnl
ext =2.8κi=2π× 23.5 MHz, for which we expect a photon

number-independent loss and, as a consequence, an effective dispersive nonlinearity. In order
to experimentally determine the nonlinear phase shift imprinted on the weak coherent input
field, we analyze the transmitted light in three complementary polarization bases by recording
correlation counts between the different detectors. Figure 6.7 shows the measured correlations
recorded for all detector combinations. In total, we obtain a set of 19 non-trivial combinations
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Figure 6.5: a (b) Measured power PD and PD̄ (PH and PV ) at the respective port of the po-
larization analyzer, normalized to the total incident power at each basis when the resonator
is far off-resonant, as a function of the resonator–fiber coupling strength κext (in units of
κi = 2π×8.4 MHz). In order to determine κext for each fiber setting, we employ the proce-
dure described in Sec. 5.4.4. Solid lines are a theoretical fit of the data, which yields a variation
of the atom–resonator coupling strength (ḡ=2π×13.5 MHz, σg=2π×4 MHz) and an atom–light
detuning of ∆AP = 2π×2.2 MHz. Without atom, the input polarization is adjusted such that
all light is sent onto the D̄-port, and P 0

D ≈ 0. Thus, the V -component has the same amplitude
as the H-component after passing the resonator, i.e. P 0

H = P 0
V . As a consequence, for mea-

surements close to critical coupling, κext≈κi, the V -component of the incoming light is small.
The presence of the atom increases the power measured in the D-port. This signal is used for
heralding the atom coupling event. Since the V -component does not couple to the resonator, it
is unaffected by the presence of the atom, i.e. P 0

V =P 0
V independent of κext.
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Figure 6.6: a) Overlap of the polarization of the transmitted light with D-polarization and sur-
vival probability of the incident photons as a function of the resonator–fiber coupling strength
κext (in units of κi). The input polarization was set such that, without an atom coupled to the res-
onator, the transmitted light was fully D-polarized. The maximum overlap with D-polarization
is observed at κext = 2κi. The solid line is the theoretical prediction using the parameters ob-
tained from fitting the power transmission (cf. Fig. 6.5). b) Phase shift caused by the presence
of the atom, φ1−φ0, as a function of the resonator–fiber coupling strength κext. Error bars
correspond to the 1σ statistical error. The solid line correspond to theoretical predictions using
the fitted parameters which include a detuning of ∆AP = 2π×2.2 MHz and a distribution of
atom–resonator coupling strengths. The dashed lines show the phase shift obtained for a single
coupling strength g=2π×20 MHz with detuning. For comparison, the dotted line corresponds
to the phase shift obtained on resonance and for a single coupling strength g=2π×20 MHz. In
this case, the phase shift vanishes for κext>g

2/γ + κi ≈ 8.2κi.
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detector H1 H2 V D1 D2

transmission 0.107 0.104 0.202 0.213 0.208

detector D̄1 D̄2 R1 R2 L

transmission 0.264 0.186 0.160 0.157 0.339

Table 6.1: Transmission probability of a photon to the detector, which measures the photon
eigenpolarization (e.g. of anH-polarized photon to the detector H1) in our polarization analyzer
setup, shown in Fig. 6.4.

of correlations. The correlation settings V V and LL were not accessible because only one
SPCM was available for the V and the L basis. The correlation functions linearly decrease for
large time delays between the photons which is a consequence of the finite time window of
500 ns used for recording the correlation functions. We clearly observe photon bunching and
anti-bunching for certain combinations at zero time delay that vanishes when the time delay
between the photons increases beyond the effective atomic lifetime τsp = 1/2γ′ = 8 ns, where
γ′=g2/(κext+κi)+γ is the Purcell-enhanced emission rate [179]. The (anti-) bunching indicates
that two simultaneously arriving photons have a different polarization than individual photons.
In the following, we want to determine the nonlinear phase shift by comparing the phase acquired
by two photon output states with one or twoH-polarized photons. This information is contained
in the density matrix of the two-photon polarization state. In order to reconstruct this density
matrix from the measured correlations, we have to correct the measured data for the detector
efficiency and the optical losses along the respective path. This is given by the product of the
transmission probabilities given in Tab. 6.1 for each detector combination. For correlations of
two photons in the same polarization state, an additional correction factor of 2 occurs. This is
necessary since we evaluate only cross-correlations and not auto-correlations for reconstructing
the photon density matrix, which are not available due to the detector dead time. In Tab. 6.2 the
corrected coincidence counts together with the normalized correlation functions for zero time
delay, C(2)(0), are listed. Depending on the chosen detector combination, they show significant
bunching or anti-bunching, with values ranging from 0.35 to 1.73. However, no bunching or anti-
bunching features are apparent in the absence of the atom, as shown in Fig. 6.7. This verifies
that the atom is the physical origin of the nonlinearity. These normalized correlation counts will
in the following be used for reconstructing the density matrix of the two-photon output state.

In our experiment, the photons under investigation are guided in the same fiber mode, and
are thus indistinguishable by our measurement. Thus we have no means of labeling the photons.
As a consequence, not all 16 entries of the 4× 4 density matrix can be determined. Instead, we
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Figure 6.7: Measured correlation functions between different detector combinations as a func-
tion of the delay between detection events for a bin size of 3 ns. Data are corrected for optical
losses to the respective detectors. The respective combination of bases is indicated in the upper
left corner of each plot. The green lines are fits to the long time-delay behavior of the data.
The case where an atom couples to the resonator is shown by blue data. For comparison, the
empty resonator case is shown in red. In the absence of the atom, all correlations involving the
D-detectors are almost zero, since this port is supposed to be dark for atom detection.
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with atom no atom

ρmeas ρmeas
0

a) b)

Figure 6.8: The reconstructed density matrix ρ̂meas, a) for the case when an atom is coupled
and b) when no atom is present. The real and imaginary parts are displayed in red and blue,
respectively. The dashed lines indicate the density matrix for the ideal state ρ̂output.

can identify the accessible density matrix [180, 181]

ρ̂acc =


ρHH,HH ρHH,S ρHH,V V

ρS,HH ρS,S ρS,V V
ρV V,HH ρV V,S ρV V,V V

 0

0 (ρA,A)

 , (6.10)

which consists of a 3 × 3 symmetric and 1 × 1 antisymmetric subspace. In Eq. (6.10) we used
the basis states |HH〉 and |V V 〉, as well as the symmetric and the antisymmetric basis states
|S〉= (|HV 〉+|V H〉)/

√
2 and |A〉= (|HV 〉−|V H〉)/

√
2, respectively. The lack of coherence

between the symmetric and antisymmetric subspaces reflects the lack of information about the
labeling of the photons. Since photons are bosons, their overall wavefunction has to be sym-
metric. As long as there is no distinguishing degree of freedom, photons can only populate the
symmetric 3× 3 subspace. However, the existence of an additional degree of freedom, which is
correlated with the polarization and is ignored by our measurement, can be inferred from popu-
lation in the antisymmetric subspace. In our experiment, the photons originate from a coherent
laser beam. Thus, we can assume that the photons arrive within a time much shorter than the
coherence time of our laser (∼ 1 µs) and are thus indistinguishable in all degrees of freedom.
As a consequence, the two-photon state of simultaneously arriving photons should be limited
to the symmetric subspace of a two-qubit Hilbert space, i.e ρA,A = 0. In App. A.7 we verify
that the reconstruction of the full 4 × 4 accessible density matrix gives the same results as the
reconstruction of the restricted 3× 3 subspace.
For the reconstruction of the density matrix of the two-photon output state, we use the 19 cor-
rected correlation functions. The reconstruction is performed by numerically finding the den-
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HH HV DD̄ RL RH DR RR DH DD D̄D̄

Cnl 1429 4163 1921 1435 2535 2854 2471 2361 1870 2552

C0 2519 4007 3086 3299 4515 4785 2067 6784 2841 1473

C(2)(0) 0.57 1.04 0.62 0.44 0.56 0.60 1.20 0.35 0.66 1.73

D̄H HL VD VD̄ VR VL DL D̄R D̄L

Cnl 4918 4100 4159 2533 3578 2718 2732 3574 3165

C0 3497 4205 4167 2815 3686 3265 4132 3140 3058

C(2)(0) 1.41 0.98 1.00 0.90 0.97 0.83 0.66 1.14 1.03

Table 6.2: Corrected correlation counts Cnl for zero time delay and a time window of 3 ns, com-
pared to the expected correlation counts C0 for independently arriving photons, which we obtain
by extrapolating the behavior at large time delays to zero delay (see green lines in Fig. 6.7). From
these values we calculated the normalized correlation function C(2)(0) = Cnl/C0.

sity matrix of the two-photon state that best describes our measured data using a maximum
likelihood estimation [182]. The reconstruction procedure is discussed in detail in App. A.7.
Figure 6.8 shows the reconstructed density matrix ρ̂measured for zero mean detection time dif-
ference and a width of 3 ns for the coincidence window. The reconstructed density matrix
is in good qualitative agreement with the density matrix that is expected for the output state
ρ̂output = |ψ output〉〈ψ output| under ideal conditions. For comparison, we also show the density
matrix reconstructed from correlations obtained for the case without an atom coupled to the
resonator, ρ̂0

measured. Figure 6.9a shows the overlap of the measured two-photon state with the
ideal state, 〈ψ output|ρ̂ measured|ψ output〉 as a function of the time delay between the photon detec-
tions and the length of the coincidence window. For clarity, we also plot cuts for varying mean
delay along 3 ns window length, and zero mean delay as a function of the window length in
Fig. 6.10. In order to obtain a measure of decoherence in our system, i.e. to what extend the
output state is in a mixed state, we compute the purity Tr

[
ρ̂2
]

of the final state, which is shown
in Fig. 6.10 and Fig. 6.9c. The maximal purity of ρ̂measured is 0.48± 0.02 indicating a significant
reduction of coherence, which also accords well with the fact that the diagonal elements of the
measured density matrix agree well with the theory while the off-diagonal elements are much
reduced. The loss of coherence originates predominantly from averaging over shot-to-shot fluc-
tuations of the atomic position which results in a fluctuating atom–resonator coupling strength
and a concomitant variation of the output state. Another source of decoherence originates from
cases where three photons simultaneously interact with the resonator, which we cannot distin-
guish from two-photon states. For our experimental setting, the average photon number of the
incident light within the 3 ns coincidence window is 0.04, from which, together with the known
losses and detection efficiencies, we estimate that approximately 4.1% of the detected correla-
tions originate from three-photon events.
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Figure 6.9: a) Overlap of the experimentally prepared state ρ̂measured with the ideal state ρ̂output.
b) Nonlinear phase shift, c) purity and d) concurrence of the two-photon state as a function of
the coincidence window size and the mean photon–photon delay. Data are calculated from the
corresponding density matrices, which are obtained from a maximum likelihood estimation. The
dashed lines in a) indicate the data plotted in Fig. 6.10
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Figure 6.10: Overlap with the ideal state, nonlinear phase shift, purity and concurrence of the
measured output state plotted for a) a fixed coincidence window of 3 ns as a function of the delay
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length. For comparison, the concurrence obtained without the atom is shown as well (open blue
circles). The error bars were determined by adding Poissonian noise to the measured correla-
tions, followed by a density matrix reconstruction and subsequent evaluation of the respective
quantity. The plotted data corresponds to the values along the dashed lines in Fig. 6.9a.
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6.4.2 Nonlinear phase shift and entanglement

We can use the reconstructed density matrix to further characterize the two-photon output state.
In particular, the nonlinear phase shift can be determined directly from the density matrix ac-
cording to

φNL = φ2 − 2φ1 = φHH − 2φHV = arg (ρ̂HH,A)− arg (ρ̂A,V V ) . (6.11)

Other combinations of density matrix elements would also provide the nonlinear phase shift,
but we choose these two density matrix elements because of their higher signal-to-noise ratio.
Figure 6.9b shows the nonlinear phase shift as a function of the mean delay between the detec-
tions of two photons and of the width of the coincidence window. We find a maximum nonlinear
phase shift of (1.05± 0.04)π, which is close to the value of π expected under ideal conditions,
for a 3 ns time window and zero mean delay between the two photons.
As is apparent from Eq. (6.8), the π nonlinear phase shift ideally generates a non-separable,
maximally entangled state of light from the initially uncorrelated photons. In order to quan-
tify the non-classical character of the experimentally prepared two-photon state, we calculate
its concurrence [183] as described in App. A.8. The results are plotted in Fig. 6.9d. We find a
maximum concurrence of 0.27 ± 0.04 at zero mean detection time difference, thereby clearly
demonstrating that ρ meas corresponds to an entangled state. The concurrence and, thus, the en-
tanglement vanishes when the time delay between the photons increases beyond the effective
atomic lifetime τsp = 8 ns (see Fig. 6.9). This is expected because for larger delays the photons
interact one-by-one with the atom–resonator system. For clarity, we also plot cuts along 3 ns
window length for varying mean delay and zero mean delay as a function of the window length
in Fig. 6.10.

6.5 Outlook: Implementing a photon–photon gate

In the experiment described in this chapter, we have demonstrated the maximal nonlinear phase
shift for the smallest amount of light possible. Such maximum nonlinearities can readily be used
for a variety of applications, such as the realization of deterministic Bell-state analyzers [184,
185]. Furthermore, deterministic photon–photon interactions also play a key role for quantum
information processing. There, the ultimate goal is to realize a deterministic two-photon gate
for optical qubits. In conjunction with single qubit rotations, such a gate forms a universal set of
gates for quantum computation.

The demonstrated Kerr nonlinearity cannot directly be exploited for the realization of a high-
fidelity photon–photon gate [161,186,187]. This can be seen from a simple bandwidth argument:
For a typical gate operation the input fields should be photon Fock states, i.e. photons have to be
in a well defined temporal mode. Their temporal pulse shape, which is characterized, e.g., by the
pulse length τp, has to be sufficiently short to guarantee that both photons interact at the same
time with the Kerr nonlinearity, i.e. τp � 1/Γ, where Γ is the bandwidth of the Kerr medium.
At the same time, the pulse has a spectral width of ∆ν ≈ 1/τp. For efficient interaction the Kerr
medium and the photons have to be resonant, which requires ∆ν � Γ, or τp � 1/Γ. These
two conditions cannot be fulfilled at the same time. According to Ref. [186–188] this inherently
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limits the obtainable fidelity of a gate process to ∼ 70%.
However, this can be overcome and a deterministic controlled sign-flip gate for photons can be
realized by using a two-step process. There, the state of the first photon is stored in the atom
prior to the interaction with the second photon. For our experiment a universal gate, in particular
a controlled phase gate (CPG), could be implemented in the following way. We assume that the
mode of incident photons is defined by their temporal degree of freedom, i.e., the single-photon
pulses have a relative delay which is much larger than their coherence time and their interaction
time with the atom–resonator system. The atom is initially prepared in a state |gc〉 that couples
to the resonator (e.g., the F = 3 hyperfine ground state of 85Rb). The fiber–resonator coupling
is adjusted such that the resonator is under-coupled when the atom couples to the resonator
and over-coupled if the atom does not couple. In the case where the two incident photons are
D-polarized, the total state before the interaction with the resonator is given by

|Ψ〉0 = |D2〉|D1〉|gc〉 =
1

2
(|H2〉+ |V2〉)(|H1〉+ |V1〉)|gc〉. (6.12)

time

Figure 6.11: Implementation of a controlled phase gate (CPG) using a WGM resonator coupled
to a three-level atom. The resonator mode couples to the |gc〉 7→ |e〉 transition and the external
vSTIRAPs laser drives the |gu〉 7→ |e〉 transition.

105



6. NONLINEAR PHASE SHIFT

The subscripts 1 and 2 indicate the two incident photons. When the first photon arrives at
the resonator an additional control laser induces a vacuum-stimulated Raman adiabatic passage
(vSTIRAP) [189] which transfers the atom from |gc〉 to |gu〉 if and only if the incident photon
1 is H-polarized and enters the resonator. Here, |gu〉 is a second ground state of the atom that
does not couple to the resonator (e.g., the F = 2 hyperfine ground state of 85Rb) as shown in
Fig. 6.11. As a consequence, the H-photon is stored in the atom and the state is now given by

|Ψ〉1 =
1

2
(|H2〉+ |V2〉)(|0〉|gu〉+ |V1〉|gc〉). (6.13)

Thus, if the first photon is H-polarized, the atom is switched to a state that is off-resonant with
respect to the resonator mode and the H component of the second photon will acquire a phase
shift of π. Otherwise, the atom is resonant with the resonator mode and no phase shift occurs:

|Ψ〉2 =
1

2
[(−|H2〉+ |V2〉)|0〉|gu〉+ (|H2〉+ |V2〉)|V1〉|gc〉] . (6.14)

In the final step, the stored photon can be released using a second vSTIRAP process and we
obtain the desired state

|Ψ〉3 =
1

2
(−|H2〉|H1〉+ |V2〉|H1〉+ |H2〉|V1〉+ |V2〉|V1〉) |gc〉 . (6.15)

The described process introduces an undesired delay between |H1〉 and |V1〉. However, this
can be compensated by a polarization-dependent, actively controlled delay line. We note that
other implementations of a controlled phase-flip gate which do not require the implementation
of vSTIRAPs have been proposed [190, 191] and recently implemented [192].
The scheme described above would realize a photonic sign-flip gate or CPG, which is a uni-
versal two-qubit quantum gate that together with single qubit operations can be used to imple-
ment arbitrary quantum computational protocols. Thus, using single-qubit gates a CPG can be
transformed into a controlled NOT (CNOT) gate which can directly be extended to become a
Bell state analyzer or quantum non-demolition detector [193]. Thereby, such a gate would also
provide an essential ingredient in quantum communication and optical quantum information
processing [4].
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CHAPTER 7
Quantum circulator

Optical data processing has the potential to largely outperform its electronic counterpart in terms
of bandwidth and energy consumption [194]. For this purpose, integrated optical circuits are re-
quired in which light is guided via micro- or nanoscale waveguides. In such circuits, light is
routed and controlled by integrated optical components. These components, on the one hand,
should direct the signal to the desired destination. On the other hand, we also need devices
which only allow unidirectional light flow. This is essential for noise suppression and to pro-
tect the source from spurious signals that might act back on it. In addition, directional light
flow which can be achieved by nonreciprocal devices, is necessary for realizing quantum state
transfer with high fidelity [195]. The most common examples of such nonreciprocal devices
are optical isolators and circulators. Bulk optical implementations are readily available and rely
mostly on nonreciprocal polarization rotation via the Faraday effect. The latter arises when light
propagates through a magneto-optical material along the direction of an external magnetic field.
However, this mechanism cannot straightforwardly be translated to integrated optics, since nano-
optical waveguides are typically birefringent. Even though there has been significant progress in
integrated optics, the realization of low-loss nonreciprocal devices that work at low optical pow-
ers is still an outstanding task. While most of the effort was put into employing magneto-optical
materials, also several other approaches, including time-modulation of the waveguide proper-
ties via, e.g., electro-optical modulation [196, 197] or optomechanical effects [198–200], were
investigated. However, none of these devices could simultaneously realize nonreciprocal trans-
mission at the single-photon level and low insertion loss. The latter requirement is crucial when
it comes to using such components for quantum applications, like quantum communication [4],
quantum information processing [201], and quantum simulation [3]. There, information is en-
coded in individual photons. Since quantum signals can neither be amplified nor copied without
introducing detrimental noise and decoherence, loss should be avoided as much as possible.
In the following, we demonstrate a new scheme of an optical circulator. It is based on a single
atom that is chirally coupled to a whispering-gallery-mode microresonator that is interfaced by
two tapered fiber couplers. We manage to realize a circulator that combines nonreciprocal trans-
mission and low insertion loss (∼ 1.5 dB) at the level of single photons, rendering it compatible
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a) b)

Figure 7.1: a) An N -port device can be characterized by an N × N scattering matrix [ti,j ]. It
relates the input and output fields αi and βi via βj = ti,jαi. b) The BMR-based circulator is a
4-port device.

for quantum applications. In addition, for our circulator scheme it is possible to change the di-
rection of operation by controlling the state of the atom. Thus, this device has the potential to
make use of the atom’s quantum nature to form a quantum circulator.
In this chapter, we first elaborate on the general properties of nonreciprocal devices and briefly
discuss the connection between reciprocity and time-reversal symmetry. Then, we review the
state-of-the-art of integrated nonreciprocal devices. Then, the working principle of our 4-port
circulator is explained in detail, followed by the experimental modifications of the setup nec-
essary to implement and characterize the circulator. Subsequently, the obtained experimental
results are discussed and the potential of the scheme assessed. Parts of this chapter were pub-
lished in Ref. [202].

7.1 Characteristics of a nonreciprocal device

7.1.1 The scattering matrix formalism

A general formalism to describe the operation of a device uses the so-called scattering matrix
[ti,j ] [203]. It relates the input field amplitudes α = (α1, α2, · · · , αN )T and the output field
amplitudes β = (β1, β2, · · · , βN )T of an N -port device via

β = [ti,j ]α , (7.1)

as schematically shown in Fig. 7.1a. The matrix entries ti,j are the respective transmission
coefficients for signals entering the device via port i and exiting through port j. In principle, the
ports do not have to be independent single-mode waveguides as shown in Fig. 7.1a but can also
represent e.g. certain spatial modes in a multi-mode waveguide, free space modes or frequency
components. However, orthogonality of the ports requires that there is no coupling between the
ports outside the device.
A lossless device is represented by a unitary scattering matrix [23]

[ti,j ]
† [ti,j ] = 1 or

∑
i,j

|ti,j |2 = N , (7.2)
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which follows from energy conservation. If Eq. 7.2 is not fulfilled we speak of a lossy device.
We consider a device to be reciprocal if the output at port i for a given input signal from port j is
the same as the output at port j if the same signal impinges on port i, i.e. ti,j = tj,i [204]. Thus,
reciprocity imposes the scattering matrix to be symmetric

[ti,j ]
T = [ti,j ] . (7.3)

If a device is described by an asymmetric scattering matrix it breaks Lorentz reciprocity [23],
and the device is denoted to be nonreciprocal. Since the scattering matrix is not always accessi-
ble in the experiment we define the transmission matrix [Ti,j ], where Ti,j = |ti,j |2. Thus, Ti,j is
the power transmission from input port i to output port j.

7.1.2 Reciprocity, losses and time-reversal symmetry

In past years, there has been some misconception concerning nonreciprocity and its relation to
time-reversal symmetry and loss [204]. The main misapprehensions and misleading denotations
should be addressed in the following.

Reciprocity and time-reversal symmetry

Nonreciprocal optical devices can be based on different physical effects, but all have to show
an asymmetry between the forward and backward transmission, i.e. we obtain a different result
when we send light onto our device from different directions. In the literature, it is common to
state that such devices break time-reversal symmetry. This misleading denotation stems from
several inaccuracies. Since time reversal changes the propagation direction of a traveling elec-
tromagnetic wave, nonreciprocity might be interpreted as an asymmetry between time running in
forward and backward direction. However, the time-reversal operation T : t→ −t implies [205]

T : E → E∗ and k→ −k , (7.4)

where E is the complex vector amplitude and k the wavevector of the electric field. Thus, the
reversal of the wavevector k, i.e. the propagation direction of the electromagnetic wave, is al-
ways accompanied by the conjugation of the field vector. In addition, time-reversal has to be
performed globally and not only on some subsystem, which is commonly omitted. If this is
taken into account, time-reversal symmetry is preserved also for nonreciprocal devices. This
should not be surprising since Maxwell’s equations, which fully describe the propagation of
electromagnetic waves, are invariant under time-reversal.
To further illustrate the difference between time-reversal and reciprocity, let us consider a sim-
ple example. A black box which acts as a lossless 3-port circulator as depicted in Fig. 7.2a. We
are not interested in the internal effect on which the circulator is based, only in its operation
that follows the protocol (1 → 2 → 3 → 1). This device is obviously nonreciprocal, since
Ti,i+1 6= Ti+1,i for i ∈ {1, 2, 3}. So if we send light into port 1 we recover it at port 2. If we
now reverse the propagation direction of the light wave such that it is impinging on port 2, we
do not obtain the light in port 1, but recover it in port 3. However, reversing the propagation
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Figure 7.2: a) Circulators whose sense of operation is controlled by the direction of the magnetic
bias field (red arrow), which breaks Lorentz reciprocity. When reversing time, not only does the
propagation direction change, but also the magnetic field flips, thus obeying time-reversal sym-
metry. b) An electromagnetic wave impinging on a beam splitter. Some part of the wave will
be reflected and some part will be transmitted. For the same angle of incidence, the respective
coefficients of the reflected and transmitted amplitude are independent of the direction the wave
is coming from, i.e. r=r′=r′′ and t= t′= t′′. Time reversal of only one of the outgoing beams
does not yield the initial amplitudes (e.g. t · t′ 6= 1). However, if we manage to recombine the
outgoing waves with the correct amplitude and phase relation, we will obtain the initial ampli-
tude, i.e. |r|2 + |t|2 =1. c) Junction between a single-mode and a multi-mode waveguide. While
the single-mode section only supports the fundamental mode, the multi-mode section supports
the fundamental and several higher order modes. When light impinges on the junction from the
left it will be transmitted and guided in the fundamental mode of the multi-mode waveguide.
When light is sent from the opposite direction, it is distributed between all modes of the multi-
mode waveguide. However, only the fraction that is guided in the fundamental mode will be
transferred to the single-mode waveguide and the rest scattered into free space.
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direction of the light is only a local or partial time reversal transformation, which does not act
on the circulator itself. Let us now assume that our circulator is based on the Faraday effect,
which relies on a magneto-optic material and a strong magnetic bias field applied in propagation
direction. When we reverse time, the sign of the magnetic bias field flips, and consequently its
operation is inverted (1→ 3→ 2→ 1). Thus, light that impinges now on port 2 will be directed
to port 1. Therefore, time-reversal symmetry is preserved, as long as we take into account the
whole system including its environment. However, time-reversal symmetry might be broken
locally which can be exploited to realize nonreciprocal devices.

Losses and time-reversal symmetry

Another common misunderstanding is that losses are considered to break time-reversal symme-
try. However, this only reflects the ignorance about certain input and output modes. To elaborate
on this, let us first consider a simple example: An electromagnetic wave impinges on a beam
splitter, as depicted in Fig. 7.2b. Part of the wave will be reflected and part will be transmitted,
with the respective amplitudes r and t. When we now consider the fraction of the light which is
reflected as loss and reverse the transmitted wave, we will not recover the initial amplitude of the
incoming wave after passing the interface again. By disregarding certain modes, we could thus
misleadingly claim to break time-reversal symmetry and argue that this could be employed to
realize a nonreciprocal device. However, when reversing both the transmitted and the reflected
wave, i.e. if we manage to recombine the outgoing waves with the correct amplitude and phase
relation, we will recover the initial amplitude. Thus, also this system is symmetric under time
reversal. Furthermore, reciprocity is preserved, since this only requires the equality of the for-
ward and backward transmission coefficient, i.e. t = t′ and r = r′′.
While the first example was rather generic, let us now consider a more applied example: The
junction between a single-mode and a multi-mode waveguide as depicted in Fig. 7.2c. The
single-mode section only supports the fundamental mode while the multi-mode section supports
a large number of modes. When light impinges from the single-mode section, the junction is
designed such that the light is fully transferred into the fundamental mode of the multi-mode sec-
tion. When sending light from the opposite direction it will be distributed between the numerous
modes. However, only a small fraction of the light is guided in the fundamental mode which
couples to the mode in the single-mode section. The rest of the light is guided in higher-order
modes the will be scattered out of the waveguide at the junction. In this configuration, this gives
rise to an imbalance between forward and backward transmission. However, if we manage to
exclusively send light guided in the fundamental mode onto the junction it will be entirely trans-
mitted. Thus, this junction preserves Lorentz reciprocity. When we take into account all modes,
including the free space modes, we see that the junction also is symmetric under time-reversal.
As a consequence, such a junction cannot be used for realizing an optical isolator [204]

7.1.3 Figures of merit for nonreciprocal devices

In this chapter, we will discuss the realization of an optical circulator. In order to characterize
the performance of such a nonreciprocal device, we introduce several figures of merit. For the
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sake of generality, the number of ports is kept as a variable N in the following definitions. Since
we are mainly interested in characterizing the demonstrated circulator, some of the introduced
quantities might not be straightforwardly applied to other devices, such as isolators.
The first requirement for our device is that it should introduce as little loss as possible. From
both, the transmission and the scattering matrices, we can directly calculate the survival proba-
bility η of photons entering the device, averaged over all input ports

η =
∑
i,j

Ti,j/N =
∑
ij

|ti,j |2/N . (7.5)

From Eq. (7.5) the average insertion loss, i.e. the loss of signal power resulting from the insertion
of a device, can be calculated via

L = −10 log (η) . (7.6)

It should be mentioned that isolators are inherently dissipative devices with η ≤ 0.5. Thus, for
optical diodes the insertion loss is usually defined as L = −10 log (ηFW), where ηFW is the
photon survival probability in forward direction.
In the following, we introduce three figures of merit: The nonreciprocity N evaluates the non-
reciprocal behavior of the device, the fidelity Fcompares the measured to the ideally expected
output of the device, and the isolation I gives a measure of the imbalance between forward and
backward transmission.
As already mentioned in the previous, a device is called Lorentz reciprocal if its scattering ma-
trix satisfies the condition [ti,j ]

T = [ti,j ], or ti,j = tj,i. However, for an isolator or circulator
we are interested in the power transmission. Thus, we typically measure the transmission matrix
[Ti,j ]. We, thus, define its nonreciprocity as the difference between the transmission matrix and
its transposed using

N =
1

2Nη

N∑
i,j

(Ti,j − Tj,i) , (7.7)

where we divide by the photon survival probability η, in order to separate the nonreciprocal
behavior from photon loss. For an ideal circulator, this quantity reaches |N | = 1, while for a
reciprocal device, Ti,j = Tj,i, and consequently N = 0. When reversing the operation direc-
tion of the circulator, N also flips its sign. Since the definition of N only includes the power
transmission, it is insensitive to nonreciprocal phase shifts. However, for the performance of a
circulator, this is not of relevance. In addition, N by definition ignores asymmetric backscatter-
ing which might occur for the bare resonator, as this is a reciprocal effect [141, 142].
Another way to evaluate the performance of the device is to compare the renormalized transmis-
sion matrix [T̃ ] = [Ti,j/ηi] to the transmission matrix [T id] expected for the ideal device, where
ηi =

∑
k Ti,k is the survival probability of a photon entering port i. In order to quantify the

overlap with the ideal device, we define the average operation fidelity by

F =
Tr
[
[T̃ ] · [T id]T

]
Tr
[
[T id] · [T id]T

] = 1− 1

2N

∑
i,j

|T̃i,j − T id
i,j |. (7.8)
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This quantity is also called inquisition [206] and gives the probability of a correct circulator
operation averaged over its eigenstates. The minimum fidelity is F = 0, while F = 1 is reached
for ideal operation. For any reciprocal device (T̃ = T̃ T ) the fidelity is bound by F ≤ 0.5.
Moreover, the performance of an N -port circulator can be quantified by the performance of the
N independent isolators, formed between adjacent ports (cf. Fig. 7.10a). Thus, the circulator
performance can also be quantified by the isolation of its isolators, which is calculated using

Ii,i+1 = 10 log

(
Ti,i+1

Ti+1,i

)
. (7.9)

As the name already suggests, the isolation I , in conjunction with the insertion loss L, is the
most commonly used figure of merit for optical isolators.

7.2 Review of integrated nonreciprocal devices

Bulk optical implementations

Before discussing the developments and achievements in integrated optics, let us first consider
the most commonly used nonreciprocal devices in bulk optics, i.e isolators and circulators which
are based on the Faraday effect. The standard configuration of an optical isolator (or circula-
tor) consists of two polarizers and a Faraday-rotator between them, as schematically shown in
Fig. 7.3a. The Faraday-rotator consists of an magneto-optic material, such as yttrium iron garnet
(YIG) or substituted iron garnets. This garnet is magnetized using an external magnetic field in
propagation direction of the light (longitudinal biasing). The length of the Faraday rotator and
the strength of the bias field are designed to impart a 45◦ polarization rotation on the incident
light. When the polarizers have a relative polarization offset of 45◦, light entering via the first
polarizer exits through the second polarizer with little loss since its polarization coincides with
the axis of the polarizer. When backward propagating light enters the isolator and passes through
the Faraday rotator, its polarization is again rotated by 45◦. The key feature of the isolator is
the nonreciprocal nature of the Faraday effect, which imparts the same rotational sense to the
polarization in both directions of propagation. As the light reaches the first polarizer in its back-
ward progression, its polarization is rotated by 90◦ with respect to the axis of the first polarizer
and is blocked. This realizes the unidirectional light propagation required for an optical isolator.
For turning this isolator into a circulator, the polarizers have to be replaced by polarizing beam
splitters, as shown in Fig. 7.3b. Commercial fiber-integrated circulators also often employ the
beam walk-off that occurs when placing a Faraday-rotator between two birefringent beam dis-
placers [209, 210].

Integrated magneto-optics

For incorporating the standard Faraday rotation scheme used in bulk nonreciprocal devices into a
photonic circuit one can directly employ magneto-optic waveguides, which are formed by YIG
films. Those structures are then overlaid with a permanent magnet to bias the magneto-optic
waveguide. This approach, however, faces dielectric birefringence which is also referred to as
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Figure 7.3: Different approaches for realizing nonreciprocal devices either use magneto-optic
effects or magnetic-free effects. The former apply a strong magnetic bias field along the propa-
gation direction of light or transverse to it. The longitudinal biasing is used for bulk realizations
of a) isolators and b) circulators based on Faraday rotations. Using transverse biasing, it is pos-
sible to realize integrated nonreciprocal devices, for which the magneto-optic material can be
placed in c) a Mach-Zehnder interferometer [207] or d) a ring resonator [208]. Magnetic-free
approaches are either based on spatiotemporal modulation by means of e) optomechanics [200]
and f) electro-optical modulation [197] or on coupling the light to g) atomic ensembles close to
the waveguide or h) single atoms in high-Q resonators [125].
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method footprint I L λ bandwidth Ref.
magneto-optic
WG 3 mm 25 dB 3 dB 1550 nm >70 nm [211]
WG 3.5 mm 29 dB 7 dB 1550 nm >70 nm [212]
MZI 8 mm 19 dB 13.5 dB 1540 nm >80 nm [213]
NRA 0.7 mm 10 dB 5 dB 1550 nm >30 nm [214]
MZI 4 mm 20 dB 8 dB 1559 nm 10 nm [215]
RR 290 µm 19.5 dB 19 dB 1550 nm 1.6 GHz [208]
RR n.a. 10 dB 50 dB 1550 nm n.a. [216]
magnetic-free
EO 3 mm 2.4 dB 2.3 dB 1550 nm 100 nm [217]
EO 10 mm 3 dB 20 dB 1558 nm THz [196]
EO 4 mm 3 dB 11 dB 1550 nm n.a. [218]
EO 8.35 mm 2.3 dB n.a. 1570 nm ∼2.5 GHz [197]
atomic ensemble n.a. 7.8 dB 1.1 dB 852 nm ∼MHz [125]
single atom n.a. 13 dB 1.5 dB 780 nm ∼MHz [125]
OM n.a. 7 dB 11 dB 1542 nm <MHz [200]

Table 7.1: Experimental realizations of integrated optical isolators. We distinguish devices
that employ magneto-optic effects from devices that work magnetic-free. For the former the
magneto-optic material is either directly integrated into the waveguide (WG), a Mach-Zehnder
interferometer (MZI), a ring resonator (RR) or they employ nonrecirocal mode attenuation
(NRA). Magnetic-free devices used spatiotemporal modulation by electro-optic (EO) or op-
tomechanical (OM) effects or employ chirally coupled atoms. The isolation I , the insertion loss
L and the operation wavelength λ are given.

modal phase-mismatch [219]. This birefringence mainly originates from the asymmetry of the
rectangular shape of the waveguide and from effects such as growth-induced anisotropy and
film internal stress. The latter can arise from the lattice mismatch between the waveguide and
magnetic material of different thermal expansion. Several solutions have been investigated to
overcome the phase mismatch, with differing degree of success. The main problem still resides
in the complexity of fabrication and the strict tolerance requirements [219]. Using relatively
large (∼cm) magneto-optic waveguides, isolations of up to 29 dB, with typically more than
3 dB insertion loss, have been demonstrated [211, 212].
Another approach is to use technologically advanced low-loss waveguide platforms, such as sil-
icon or silica, and place the magneto-optic material, which is magnetized transverse to the pro-
pagation direction, on top of the waveguide. Such waveguides do not exhibit Faraday rotation,
but a nonreciprocal phase retardation [220]. This effect is not present for bulk structures, since
it relies on the formation of longitudinal field components which naturally occur for the strongly
confined light in the waveguide structures as shown in Fig. 7.3d. Different schemes have been
proposed to use this nonreciprocal phase shift to realize optical isolators or circulators. Some
rely on interferometric structures. For example, the arm length of a Mach-Zehnder interferome-
ter (MZI) can be designed such that a nonreciprocal phase shift of±90◦ is introduced, where the
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sign depends on the propagation direction. This results in destructive or constructive interference
at the output ports, yielding nonreciprocal transmission through the device. For MZI-based de-
vices, isolation of 20 dB with 8 dB insertion loss has been realized [213,215]. Another approach
is to incorporate the nonreciprocal phase shifter into a ring resonator. This causes a relative shift
of the resonance frequencies for the two propagation directions of the resonator modes [221],
which gives rise to asymmetric transmission properties (see Fig. 7.3c). Compared to other im-
plementations, resonance effects limit the bandwidth of the device. Devices with up to 19 dB
isolation but high insertion loss of >19 dB have been demonstrated [208, 216].
Even though, significant reduction of the footprint has been achieved in magneto-optic nonrecip-
rocal devices, the small Faraday rotation or phase shift per unit length requires relatively large
interaction length on the order of several mm. This gave rise to another approach that employs
photonic bandgap technology. The employed photonic crystals use periodic stacks or structures
with defects, and can largely enhance the magneto-optical response. A variety of theoretical
proposals exist [222,223] and an enhancement of Faraday-rotation has been shown [224]. How-
ever, no devices that show nonreciprocal transmission have yet been reported.
The average absorption of magneto-optical materials is typically on the order of several dB/mm.
As a consequence, the insertion loss remains significant for such devices. In addition, despite
the considerable advances in the fabrication of thin magnetic films in recent years [219], the
miniaturization of the auxiliary magnets still significantly adds to the complexity of integrating
magneto-optical nonreciprocal devices on photonic platforms. Thus, several ideas are pursued
to obtain a magnetic-free nonreciprocity, which might allow one to realize devices with signifi-
cantly smaller footprint.

Magnetic-free approaches

According to the Lorentz reciprocity theorem, any linear system described by symmetric and
time-independent permittivity and permeability tensors is necessarily reciprocal [204]. There-
fore, to achieve nonreciprocity without magneto-optics, one has to rely upon either nonlinear or
time-dependent effects. Nonreciprocity based on nonlinear effects has successfully been demon-
strated in waveguides [225] and integrated resonator structures [67,226]. However, this requires
large intensities and thus the corresponding devices cannot operate at the single-photon level.
As a consequence, devices based on nonlinear effects are not suited for applications in quantum
information processing. In addition, such devices are subject to small-amplitude noise in the
backward direction [227]. An alternative approach makes use of strong optomechanical interac-
tion in optical microresonators (see Fig. 7.3e). For example, whispering-gallery-mode (WGM)
microresonators can be optically pumped in one direction. This can give rise to a strong op-
tomechanical coupling which alters the transmission properties for signal co-propagating with
the driving field, and thus causing a nonreciprocal response [228, 229]. In other words, the
phonons periodically modulate the resonator, thus breaking the symmetry of clockwise and
counter-clockwise propagating resonator modes. Recent experimental realizations of nonre-
ciprocal optomechanical devices that used WGM microresonators either employed Brillouin
scattering induced transparency [198] or the less restrictive optomechanically induced trans-
parency [199,200]. These first proof-of-principle experiments were able to demonstrate isolation
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method footprint I L λ Ref.
MZI NRPS 8.5 mm 3 dB n.a. 1152 nm [234]
MZI FR 22 mm 16 dB 3 dB 1550 nm [235]
MZI NRPS 1.5 mm (15.3,13.1,9.3,6.7) >25 dB 1531 nm [207]

Table 7.2: Experimental realizations of integrated optical circulators. These devices em-
ploy Faraday rotation (FR), nonreciprocal phase shift (NRPS) or Mach-Zehnder interferometer
(MZI). The isolation I , the insertion loss L and the operation wavelength λ are given.

of 7 dB with 11 dB insertion loss. In addition to modulating the photonic modes by phonons,
there are also several realizations of electrically modulated waveguides [196, 197, 217, 218].
However, these devices so far do not surpass isolations of 3 dB while still introducing significant
insertion loss.

Spin-controlled devices

Very recently, another alternative approach was put forward, in which the optical mode is cou-
pled to single emitters (see Fig. 7.3g-h). The internal structure of the scatterer can cause an im-
balance between the coupling to different polarization components of light. Such polarization-
dependent scatterers can be, e.g. excitonic states in quantum dots [230, 231] or alkali atoms
prepared in a spin-polarized state [122]. These scatterers can be coupled to nanophotonic op-
tical waveguides or WGM microresonators. If those photonic structures supports modes that
exhibit spin–momentum locking (SML), this gives rives to chiral, i.e. direction-dependent in-
teraction. This can be used to realize nonreciprocal light transmission [232, 233]. In recent
experiments two different approaches have been pursued to harness this effect for demonstrating
an optical isolator [125]: In order to realize deterministic light–matter coupling we can either
couple an ensemble of atoms to a nanophotonic waveguide, for which the interaction between
the light and matter is collectively enhanced. Alternatively, a single atom is coupled to a WGM
resonator, which enhances the coupling due to cavity quantum electrodynamics (CQED) effects.
This method will also be employed in the following. The experimentally obtained isolation for
the ensemble-based experiment was 7.8 dB and the insertion loss below 1.5 dB. The experi-
ments for the single-atom realization, which was performed on this setup, achieved an isolation
of 13 dB and comparable insertion loss. Although these experiments work with laser-cooled
atoms and thus require large experimental overhead, the mechanism demonstrated is compatible
with on-chip integration.
One should also note that this approach constitutes the quantum optical analog of microwave
ferrite resonance isolators with transverse bias, performed at the ultimate limit of single or few
spins which are resonantly coupled to the guided light.

Table 7.1 gives an overview of experimentally demonstrated isolators. While implementa-
tions of integrated optical circulators are rare (see Tab. 7.2 respectively), most of the schemes
used for isolators can in principle be extended to circulators, however, bringing new challenges.
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Figure 7.4: a) Schematic of a resonator interfaced with two coupling fibers, labeled A and
B. When probing from port 1 or 3 light is coupled into the CCW propagating resonator mode
a, for which the local polarization of the evanescent field is σ+. From port 2 and 4 the CW
propagating b mode is excited, which exhibits σ− polarization. b) & c) Working principle of the
programmable circulator. b) When the atom is prepared in the mF =+3 hyperfine ground state
the circulator operation is defined as (1 → 2 → 3 → 4 → 1). c) When the atom is prepared
in the mF =−3 hyperfine ground state the circulator operation is reversed and now defined as
(1 → 4 → 3 → 2 → 1). The preparation of the atomic state is in our experiment achieved by
sending the detection light field from the respective direction.

In the following, the working principle and implementation of an integrated optical circulator
will be discussed that has been developed within this thesis.

7.3 Working principle of the single atom-controlled circulator

After this very general treatment we will now focus our discussion on the realization of a 4-port
optical circulator which is controlled by a single atom. In the following, the general operation
principle of the circulator and the underlying mechanism that gives rise to the nonreciprocal
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7.3. Working principle of the single atom-controlled circulator

transmission are described.
The key element of our experiment is a bottle microresonator (BMR) interfaced by two optical
nanofibers. This realizes a 4-port device, for which we label the ports consecutively as shown
in Fig. 7.1b. Let us first consider the case of an empty resonator. From the two coupling fibers,
which are denoted A and B, light couples into and out of the resonator at a rate given by κA and
κB respectively. For our BMR it is well justified to neglect direct mode–mode coupling between
the two counter-propagating degenerate resonator modes (cf. Sec. 5.2.3). Thus, the transmission
through fiber A is given by (cf. Sec. 4.5.2)

T 0
12 = T 0

21 =

∣∣∣∣κ0 + κB − κA
κ0 + κA + κB

∣∣∣∣2 , (7.10)

and through fiber B

T 0
34 = T 0

43 =

∣∣∣∣κ0 + κA − κB
κ0 + κA + κB

∣∣∣∣2 . (7.11)

Here, the subscript indicates the involved ports. The transmission from one fiber into the other
via the resonator is given by

T 0
14 = T 0

23 = T 0
32 = T 0

41 =
4κA κB

|κ0 + κA + κB|2
. (7.12)

In this case, the transmission is the same for both fibers, even for the case κA 6= κB From
Eq. (7.10-7.12) we see that the empty resonator is reciprocal, since T 0

i,j = T 0
j,i. In order to

achieve efficient, low-loss photon routing, let us assume that the fiber–resonator coupling rates
κA and κB are adjusted such that both fibers are almost critically coupled to the resonator, i.e.
κA ≈ κB � κ0 (cf. Sec. 4.5.2). In this setting, all the light sent from one fiber will be coupled
into the resonator and transferred to the opposite fiber, as can easily be verified using Eq. (7.10)
and (7.11).
In order to achieve nonreciprocal light transmission, we make use of the inherent link between
propagation direction and polarization of the resonator fields and couple them to a polarization-
dependent scatterer. Light that propagates in clockwise (CW) direction in the resonator is almost
fully σ−-polarized, while it is almost fully σ+-polarized when it propagates in the counter-
clockwise (CCW) direction. These two modes are driven via the respective probing directions
through the coupling fibers, as illustrated in Fig.7.4a. A single 85Rb atom prepared in the out-
ermost Zeeman sublevel mF = +3 of the 5S2

1/2, F = 3 hyperfine ground state is resonantly
coupled to the resonator. The resonator fields then drive an effective V-system (see Fig.7.4b).
The strength of the transition to the 5P 2

3/2, |F ′=4,mF ′=+4〉 excited state is 28 times stronger
than the one of the transition to the |F ′=4,mF ′=+2〉 state (see App. A.1). Consequently, light
that couples from one of the fibers into the CCW resonator mode couples strongly to the atom
with the coupling constant gccw. In contrast, light coming from the opposite direction and thus
coupling to the CW mode shows only negligible coupling gcw � gccw. The presence of the atom
modifies the power transmission, which in the approximation of perfectly circularly polarized
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modes is given by (cf. Sec. 4.5.2)

T12(21) =

∣∣∣∣Γccw(cw) + κ0 + κB − κA
Γccw(cw) + κ0 + κA + κB

∣∣∣∣2 , (7.13)

T34(43) =

∣∣∣∣Γccw(cw) + κ0 + κA − κB
Γccw(cw) + κ0 + κB + κA

∣∣∣∣2 , (7.14)

T14(41) = T32(23) =
4κA κB

|Γccw(cw) + κ0 + κA + κB|2
, (7.15)

where
Γcw/ccw = g2

cw/ccw/γ , (7.16)

is the additional loss rate for the resonator introduced by the atom and corresponds to the mean
excited state population per intra-resonator photon g2

cw/ccw/γ
2 multiplied by the excited state

decay rate γ. This changes the total resonator loss rate from κtot = κ0+κA+κB to κtot+Γcw/ccw.
For the case where the light couples to the CW resonator mode, gcw and thus the atom-induced
loss rate is small, i.e. κtot � Γcw, and the resonator transmission is not significantly modified by
the atom. However, for the CCW direction, Γccw can become comparable to or larger than κtot.
In this case, the resonator–atom system is now in the under-coupled regime (see Sec. 4.5.1) and
the incident light field remains in the initial fiber. The direction-dependent coupling thus breaks
Lorentz reciprocity and realizes an optical circulator [232] that operates as shown in Fig. 7.4b).
Interestingly, preparing the atom in the opposite Zeeman ground state |F =3,mF =−3〉 changes
the role of the CW and CCW mode and yields a circulator with reversed operation direction as
shown in Fig. 7.4c This enables us to reconfigure the operation direction of the circulator using
the internal spin-state of a single atom. For circulators based on magneto-optic material this
would require to reconfigure the magnetic moments by reversing the external bias field.

7.4 Theoretical description of the circulator

The model introduced in the previous section uses a simplified treatment where the atom al-
ways exclusively couples to one of the two counter-propagating resonator modes. This allowed
us to gain an intuitive understanding for the mechanism that enables us to realize a circulator.
Unfortunately, in our experiment we do not fully encounter the situation described in the pre-
vious section. The polarization of our resonator modes is not perfectly circular. This enables
the atoms to couple the two counter-propagating modes, even in the absence of mode–mode
coupling. Thus, a fraction of the light might be scattered back into its initial port. In order to
accurately describe the experimental data this has to be taken into account.
Our 4-port circulator is fully characterized by its 4×4 scattering matrix [ti,j ]. We can employ the
input output formalism described in Sec. 4.2, and apply it to both counter-propagating modes,
which we now denote a and b for the CCW and CW respectively. When we probe all 4 ports,
the scattering matrix can be expressed as
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[ti,j ] =

1
sin



√
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A〉 sin−
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A〉

√
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√

2κA 〈bd
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√
2κA 〈ai
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√
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√
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√
2κA 〈ad

B〉
√

2κB 〈bi
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√
2κB 〈ad
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√
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√
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√
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(7.17)
Here, we took into account that the light which exits port 1 or 3 stems from mode b, the light
that exits port 2 and 4 is coupled out of mode a. In Eq. (7.17), the superscript of the respec-
tive mode operator determines whether the modes are driven directly or indirectly, indicated by
(d) and (i) respectively. The subscript indicates the fiber from which the resonator is probed.
In addition, we assumed that all inputs have the same amplitude and phase. In section 4.4.2,
we have learned that the chiral coupling between the light in the resonator and a polarization-
dependent scatterer can very well be approximated by a simple two-level atom with a circularly
polarized optical transition that interacts with the resonator fields. Thus, to adequately describe
the circulator, we can employ Eq. (4.31), but have to take into account the fact that we cou-
ple two fibers to the resonator and use different probing directions. This model then enables us
to estimate the performance of such a circulator using state-of-the-art resonators (see Sec. 7.7.1).

7.5 Experimental procedure and modifications of the setup

To study the performance of the circulator it is necessary to consecutively send light into each
of the four input ports while monitoring the power at all 4 output ports. Therefore, our fiber
network is modified, as schematically depicted in Fig. 7.5. Each end of the coupling fibers was
connected to a 99/1 beam splitter (BS), that enabled us to efficiently collect light coming from
the resonator. The 1%-ports of these BSs are used to couple probe light into the coupling fibers.
In order to guarantee a proper operation of the circulator we have to reliably prepare the atoms
in the desired outermost mF -ground state. In our experiment, this is achieved automatically
by the interaction of the atoms with the detection light during the detection process. Due to
SML of the resonator field, the circularity of the local polarization will depend on the detection
direction. This enables us to prepare different states by choosing the direction from which we
detect the atoms. When sending the detection through port 1(2) the atoms will be prepared in
the mF = +3(−3) ground state (cf. Sec. 5.4.8). For detecting atom coupling events, the single
photon counting modules (SPCMs) in port 2(1) are connected to the atom trigger FPGA (cf.
Sec. 5.4.7). Once an atom coupling event is recorded, the FPGA switches the MZ modulator of
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Figure 7.5: In order to be able to probe and monitor each of the four fiber ports, the fiber network
introduced in Sec. 5.3.3 had to be vastly extended. For distributing the probe light between the 4
input ports, a single-mode fiber switch was inserted after the MZ modulator in the probing arm.
This switch alternated the input port of the probe light every sequence run. While the length of
the different probing arms look different in this schematic, in the experiment we tried to reduce
the delay between the different arms as far as possible by using similar fiber lengths. To prepare
the atoms in the opposite Zeeman ground state, the detection light was sent into port 2 instead
of port 1, and the signal for the atom detection was recorded in output port 1 instead of port 2.
Depending on the measurement setting, different output ports were equipped with one or two
SPCMs. For an explanation of the symbols used see the legend in App. A.9.
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Figure 7.6: Schematic representation of the probing sequence used for the circulator measure-
ment. After the detection of an atom coupling event, the detection light is switched off and the
probe light is switched on for 500 ns, followed by a 1 µs long re-detection. For the reference
data without atom, the probe light is switched on again after 10 µs which is well after the inter-
action time of the atom. Even though the probing window was 500 ns only the first 204 ns were
analyzed to avoid contributions from atoms which where pumped out of the maximal mF -state.

the detection light off and the MZ modulator of the probe light on. The probing window lasts
for 500 ns of which only the first 204 ns where used in order to avoid repumping effects caused
by the probe light. The probing window was followed by a re-detection for which the detection
light was switched on again for∼1 µs (see Fig. 7.6). During the probing phase a small magnetic
bias field of B = 1.5 G is applied. In order to obtain the transmission without an atom present
as reference, 10 µs after the atom trigger a second probing pulse was applied. In order to probe
the circulator consecutively from one of the 4 input ports, the probing light was sent onto a
single-mode fiber switch (SM-Switch 2x4NIR850nm, Laser Components) after passing the MZ
modulator. After each sequence run, the switch was reconfigured by the control program to send
the light onto the next input port. This ensured that all probing directions are measured for the
same experimental conditions. For each probing direction the light’s polarization was aligned
with the eigenpolarization of the resonator using paddle polarization controllers.
In order to be able to detect atoms while the resonator is interfaced by two fibers, the fiber used
for detection, in our case fiberA, has to stay critically coupled, which implies that κA = κ0+κB .
Thus, whenever setting a new measurement position of fiber B, fiber A has to be re-positioned
accordingly. For the experiments described in the following the atoms were detected using a
weak coherent laser with mean photon flux of 13 photons/µs and employing a first trigger cri-
terion of Ntrig = 6 within 1.2 µs. The recorded atom detection events were post-analyzed with
a second trigger criterion Ntrig2 = 2 within the 1 µs long re-detection window (see Fig. 7.6).
For probing the circulator, we send a weak coherent laser beam onto the resonator with a power
corresponding to a mean photon flux of (8, 6, 11, 6) photons/µs for the respective input port.
When probing from port 3 the low on/off suppression ratio of the MZ modulator caused a high
background in the detection port, which leads to an increased number of accidental atom detec-
tion events. In order to guarantee the reliable detection of atom coupling events, an additional
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Figure 7.7: The three different groups of port-to-port transmission which we distinguish for
normalizing the measured counts. The arrows indicate the respective beam paths considered in
each case. In iii), not all paths are shown for clarity. See main text for further discussion.

fiber based electro-optical phase modulator (NIR-MX800, Photline) was inserted into the probe
beam. The phase modulator was modulated with 2 GHz to shift the probe light out of reso-
nance with the resonator while detecting atoms. During the probing window, the modulation
was switched off again, such that the probe was resonant with atom and resonator.
For the experiment described in the following, resonator mode #2 was used, which has an in-
trinsic field decay rate κ0 = 2π × 5 MHz (cf. Sec. 5.2.5). In order to determine κA and κB for
each fiber setting, we employ the procedure described in Sec. 5.4.4.

7.5.1 Normalization of measured counts

For a correct estimation of the power transmissions Tij of the circulator we have to take into ac-
count the a priori unknown input and output losses imposed by the auxiliary fiber network that
is used to feed the probe light into and out of the tapered fiber couplers (see Fig.7.5), as well as,
the unknown efficiencies of the photo-detectors. From the measurement we obtain count rates
Cij , which correspond to the average number of detected photons per probing interval and atom
coupling event, when probing input port i and measuring at output port j. To obtain Tij from
Cij , we devised the following measurement strategies which require two additional calibration
measurements. For each setting of the coupling fibers, we determine the four transmission sig-
nals through the fibers while the resonator is far detuned from the probing frequency. Thus,
the light is transmitted through the respective coupling fiber unaltered by the resonator, and is
only subject to the losses along the fiber network, which we denote Cxij . In addition, we also
record the output signal, when the resonator is resonant but no atoms are present, C0

ij . To be
able to employ the same analysis for these auxiliary measurements as is applied for the actual
circulator measurements, we generate artificial triggers, which start the probing sequence. For
the normalization, we distinguish three different groups of input–output combinations:
(i) The light is forward-transmitted through a given coupling fiber, as depicted in Fig. 7.7a (T12 ,
T21 , T34 , T43): The corresponding output signal Cij of the circulator obtained from the experi-
ment, which includes the auxiliary fiber network, is normalized to the same output signal of the
network Cxij when the BMR is far detuned from the probe light frequency. This directly yields
the corresponding transmissions.
(ii) The light is transferred from a given input port to the adjacent output port of the other cou-
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pling fiber, as depicted in Fig. 7.7b (T14 , T23 , T32 , T41): The measured output signal Cij of the
circulator is normalized to the same output signal C0

ij of the network when no atom is coupled
to the BMR. We then multiply this normalized value by the predicted on-resonance transmission
through the empty resonator, which is given by T =1− 2κ0/κtot (cf. Eq. (7.15) for g=0).
(iii) The light changes its propagation direction, as depicted in Fig. 7.7c (Ti,i and Ti,i+2 with
i ∈ {1, 2, 3, 4}): From the design of the optical setup, we know that the output losses are ap-
proximately identical for ports 1 and 4. For these output ports the fiber network only consists
of two spliced fiber beam splitters with known branching ratio. Taking advantage of this fact
and using the normalization measurements carried out for points (i) and (ii) above, we can then
derive the corresponding transmissions.
The most relevant characteristics of the circulator are included in (i) and (ii), for which a direct
normalization is possible. For (iii) we need this additional assumption for normalization of the
measured counts. However, their transmission values do not exceed a few percent, coming from
small imperfections of the setup and thus carry little weight for the over-all performance of the
circulator.
The three cases can be summarized in the normalization matrix as follows

[xi,j ] =



T/C0
13

1/Cx12
Cx21 T

2
/C0

23 C
0
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14

1/Cx21
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14/Cx12 Cx14 T
T/C0

23

1/Cx21

1/Cx34
T/C0

32

Cx21 T/Cx34 C0
23

1/Cx34

T/C0
41

Cx12 T
2
/C0

41 C
0
14

1/Cx13
T/C0

41


, (7.18)

from which the normalized transmissions can be calculated using Tij = Cij xij .

7.6 Experimental results

7.6.1 Optical circulator for single photons

Due to the imperfect circular polarization of the resonator modes, the ratio between Γccw and
Γcw in our experiment is finite. Concerning the performance of the circulator, there is, thus, a
trade-off between efficient light transfer from one fiber to the other via the weakly coupled CW
mode, which implies (κA, κB) � κ0 + Γcw, and the condition that the presence of the atom
should significantly influence the field decay rate, Γccw � κtot. In order to find the optimum
working point in our experiment, we measure the circulator performance as a function of the
total resonator losses κtot by changing the distance between the fibers and the resonator, thus
changing κA and κB . For each setting, we measure the output signal Cij at all output ports j
when sending a weak coherent probe field into the four different input ports i and normalize
according to Sec. 7.5.1.
Figures 7.8 a and b show the relevant transmissions as a function of κtot. The solid lines are
the theoretical prediction for our system, obtained from Eq. (7.17) for the case of a simple
two-level atom exhibiting a circularly polarized transition coupled to the resonator modes (see
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Figure 7.8: a) & b) Port to port transmissions as a function of the normalized field de-
cay rate of the fiber-coupled resonator, κtot/2κ0, in the presence of an atom prepared in the
|F =3,mF =+3〉 Zeeman state. The insets show the color code used for the respective ports.
For an optimal circulator performance the transmissions indicated by solid circles should be
high while the transmissions shown as open circles should be low. The solid lines in both panels
are the predictions of our theoretical model (see Sec. 4.4.2) with the atom–resonator coupling
strength gccw = 2π × 12 MHz, the intrinsic field decay rate of the resonator κ0 = 2π × 5 MHz
and the polarization overlap |ασ+ |2 = 0.97. The vertical error bars indicate the ±1σ statisti-
cal errors while the horizontal error bars represent an estimate of the variation of κtot due to
drifts of the distances between the fiber couplers and the resonator during the corresponding
measurement.
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mF = +3 mF = −3 no atom
F 0.72± 0.03 0.70± 0.02 0.48± 0.04
N 0.54± 0.07 −0.49± 0.04 0.02± 0.07
η 0.73± 0.04 0.70± 0.02 0.67± 0.03

I12 10.9± 2.5 dB −8.3± 0.8 dB 0.6± 0.5 dB
I23 6.8± 1.3 dB −4.9± 0.7 dB 0.0± 0.3 dB
I34 4.7± 0.7 dB −3.7± 0.4 dB 1.4± 0.7 dB
I41 5.4± 1.1 dB −5.6± 0.5 dB −0.2± 0.4 dB

Table 7.3: Summary of the circulator characterization.

Sec. 4.4.2). In the following we briefly discuss the evolution of the individual transmissions as
fiber B approaches the resonator, i.e. κtot is changed.

Probing port 1 (T12, T14): The strongly coupled atom (Γccw > κtot) suppresses the built up
of a resonator field and the light is mainly transmitted to port 2. As κtot increases, the effect of
the atom decreases (κtot ≈ Γccw) and the resonator field starts to built up, leading to a slowly
rising signal in port 4, while the signal in port 2 decreases.

Probing port 3 (T34, T32): This probing direction again strongly interacts with the atom
(Γccw > κtot). Thus, we expect a similar behavior as for probing port 1. However, for κtot/2κ0 =
1, fiber B is not coupled to the resonator yielding unity transmission. As κtot increases, light
slowly starts to couple into the resonator yielding a decreasing transmission to port 4 and a
slowly increasing transmission through the resonator to port 2.

Probing port 2 (T23, T21): Since the atom is only weakly coupled to this propagation direc-
tion (Γcw � κtot) the resonator is nearly critically coupled to fiberA, causing the signal in port 2
to be almost zero. Since fiber A stays critically coupled for all measurements, the transmission
stays close to zero when increasing κtot. However, the transmission to port 3 quickly rises as
fiber B is coupled more and more efficiently.

Probing port 4 (T41, T43): Again, for this probing direction the coupling to the atom is weak.
However, since fiberB is initially not coupled to the resonator, most of the light is transmitted to
port 3 and nothing transferred to port 1. When fiberB starts to couple to the resonator, the trans-
mission to port 3 quickly decreases and the light is more and more efficiently coupled through
the resonator to port 1.

From these measurements, we evaluate the performance of the circulator by calculating the
figures of merit introduced in Sec. 7.1.3. In Fig. 7.9, we plot the nonreciprocity N , the process
fidelity F and the survival probability η as a function of κtot. Both N and F show an optimum
circulator performance for κtot/2κ0 = 2.2, where F = 0.72 ± 0.03, N = 0.54 ± 0.07 and, at
the same time, η = 0.73± 0.04. Moreover, in Fig. 7.10b the isolations of the four independent
isolators which form the circulator are plotted as a function of κtot. For the optimal working
point, we obtain (I) = (10.9 ± 2.5, 6.8 ± 1.3, 4.7 ± 0.7, 5.4 ± 1.1) dB. The photon survival
probability can be translated into an average insertion loss of L = −10 log η = 1.4 dB.
For the optimal working point, κtot/2κ0 = 2.2, we also plot the measured transmission matrix
of the circulator (Fig. 7.11c), which is in good quantitative agreement with the theoretical pre-
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Figure 7.9: Performance of the circulator: a) Nonreciprocity N , b) operation fidelity F and
c) photon survival probability η of the circulator, calculated from the full transmission matrices
including the data shown in Fig. 7.8. The solid lines are the predictions from the same theoretical
model used in Fig. 7.8. Both quantities N and F peak at κtot/2κ0 = 2.2, giving the optimal
fiber–resonator coupling for our experiment.
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Figure 7.10: Isolation scan: a) The 4-port circulator can be decomposed into 4 isolators between
two adjacent ports. b) For the data shown in Fig. 7.8 we can calculate the isolation of the
respective isolators, using Eq. 7.9. I12: For the ideal case of perfect circularly polarized modes,
we expect zero transmission in backward direction since the light does not couple to the atom
and the fibers are adjusted such that the empty resonator is critically coupled to fiber A. This
would yield infinite isolation independent on the forward transmission. However, experimental
imperfections, such as misaligned polarization, detector dark counts and the imperfect circular
polarization of the modes, significantly reduce the obtained isolation. I34: When fiber B is not
efficiently coupled, the isolation is low and it monotonously increases with the coupling, as it
approaches critical coupling for κB � 1. I23, I41: These diodes require a strong effect by the
atom to suppress the backward propagating light. Thus, as the total resonator loss increases the
isolation decreases.

dictions (see Fig. 7.11b) and good qualitative agreement with the ideal transmission matrix (see
Fig. 7.11a). From the transmission matrices, the nonreciprocal response is clearly visible as an
asymmetry with respect to the diagonal.
In order to show that it is the atom that introduces the nonreciprocal behavior, we also analyze the
behavior of our system for a time window in which the atom has already left the resonator mode.
For κtot/2κ0 = 2.2 we obtain F = 0.48 ± 0.04 and N = 0.02 ± 0.07, which indicates fully
reciprocal transmission. But, we observe a comparable survival probability η = 0.67 ± 0.03.
The measured transmission matrix in the absence of an atom is plotted in Fig. 7.11c.
In order to prove that the circulator is indeed programmable and that we can reverse its operation
direction, we have to prepare the atom in the opposite Zeeman ground state |F = 3,mF =−3〉.
For this configuration, we measure at the optimal coupling point κtot/2κ0 = 2.2 and obtain
F = 0.70 ± 0.02, N =−0.49 ± 0.04 and η= 0.70 ± 0.02. For the reversed operation direction
the isolations become negative, (I) = −(8.3 ± 0.8, 4.9 ± 0.7, 3.7 ± 0.4, 5.6 ± 0.5) dB. The
transmission matrix for this configuration is also shown in Fig. 7.11.
In Tab. 7.3 the obtained characteristics for both operation directions are summarized.
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Figure 7.11: Transmission matrices [Ti,j ]. The rows of each transmission matrix correspond to
the input ports i and the columns to the output ports j. a) Transmission matrix for an ideal loss-
less circulator and its two operation directions. The broken symmetry with respect to the dashed
line indicates the nonreciprocal character of the device. b) Transmission matrices calculated
for our experimental parameters (see Fig. 7.8). For the case where the atom was prepared in
mF =−3 we also consider a small atomic detuning of 4.2 MHz introduced by the small bias
magnetic field of 1.5 G in our experiment. c) Measured transmission matrix. For b) and c), the
fiber–resonator coupling was set to the optimal working point κtot/2κ0 = 2.2. For comparison,
the transmission matrix of the system measured without atom is also shown. Here, the symmetric
matrix indicates reciprocal operation. In all panels, the four highest transmission values are
displayed in the respective block. For the remaining values cf. App. A.4.1.

130



7.6. Experimental results

g(2)(0) τsp γ′

1→ 2 0.44 9.3±1.1 ns 8.6±1.0 MHz
1→ 4 2.75 8.6±0.8 ns 9.3±0.7 MHz
3→ 4 0.84 7.2±1.8 ns 11.1±1.7 MHz
3→ 2 2.47 6.4±1.1 ns 12.5±1.0 MHz

Table 7.4: Fits to the bunching and anti-bunching features of the second-order correlation func-
tion. τsp is the effective atomic lifetime, obtained from the HWHM of the Lorentzian fits, and
γ′ the corresponding Purcell-enhanced atomic emission rate.

7.6.2 Photon number-dependent routing

In the regime of strong coupling, a single atom suffices to significantly alter the state of the
light, i.e. the critical atom number N0 < 1. At the same time, a single photon already saturates
the atom, i.e. the critical photon number n0 < 1. Thus, similar to the observations in Ch. 6,
we expect a strongly nonlinear optical response of the circulator down to the level of single
photons. In particular, the atom-induced losses Γ and thus the transmission properties for the
case of two photons simultaneously impinging on the circulator should strongly differ from the
single-photon case. In order to demonstrate this quantum nonlinearity, we measure second-order
intensity correlation functions (cf. App. A.5) for all input–output configurations when the atom
is prepared in the |F =3,mF =+3〉 Zeeman ground state, at the optimal working point of the
circulator. Therefore, each output port is equipped with a 50/50 BS and two SPCMs forming a
Hanbury Brown–Twiss type setup [236] (see Fig. 7.5). From the arrival times of photons at the
two detectors the time delay τ between photon pairs can be calculated. Histogramming the time
delay and normalizing such that g(2)(τ) = 1 for τ � 1/κtot yields the second-order correlation
function, g(2)(τ), as discussed in App. A.5.
In Fig. 7.12 the measured auto-correlation functions of the different output ports are shown as
a function of the time delay τ . As expected, nonlinear effects occur for the cases where the
photons couple to the CCW resonator mode, which strongly couples to the atom. For (1 → 2)
and (3 → 4), we observe photon anti-bunching which is more pronounced for the former case
due to the unequal fiber couplings, κA > κB . In contrast, strong photon bunching is apparent for
the settings 1 → 4 and 3 → 2. This agrees with the theoretical expectation because, here, both
measurements amount to probing the photon statistics of the intra-resonator field. The bunch-
ing or anti-bunching vanishes when the time delay between the photons increases beyond the
effective atomic lifetime τsp = 1/2γ′, where we have introduced the Purcell-enhanced atomic
emission rate γ′ = g2/κtot +γ. The measured widths are in good agreement with the theoretical
predicted value of τsp = 8.3 ns corresponding to γ′ = 2π × 9.5 MHz (see Tab.7.4). We note
that, g(2)(0) > 0 for the settings 1→ 2 and 3→ 4 is not due to experimental imperfections but
is theoretically expected as the light fields at output ports 2 and 4 are in a coherent superposition
between the (bunched) resonator light field that couples back into the fiber and the coherent state
of the probe laser field. For probing directions which couple to the cw mode (2 → 1, 2 → 3,
4 → 3 and 4 → 1), the light interacts only weakly with the atom and thus no nonlinear effects
can be observed.
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By measuring the second-order intensity correlations, we demonstrated the strong nonlinear re-
sponse of the circulator. Thereby, we prove its capabilities of photon-number dependent sorting.
While the measurements were performed for the optimal working point of the circulator oper-
ation, the nonlinear effect could be further optimized. However, as also discussed in Ch. 6, for
optimum performance, this also requires a well-defined coupling between atom and resonator
mode, which is not the case for the present experiment.

7.7 Discussion and outlook

In summary, we have realized a low-loss optical circulator which is not only fiber-integrated but,
in addition, fully programmable. Thereby, our setup outperforms previous realizations in terms
of insertion loss and gives comparable results in terms for isolation (cf. Sec. 7.2). In contrast
to standard schemes, the operation direction is controlled by the internal state of the atom. This
allows us to change the operation direction by flipping the internal atomic state. In magneto-
optic devices this would require to flip the bias field, which is not straightforward for integrated
devices.
However, for practical applications it is important for the atomic state not to change over time,
e.g., due to optical depumping induced by the probing light. If the atom is prepared in the
mF = 3(−3) ground state, light that couples to the CCW (CW) mode, drives a closed cycling
transition, thus no pumping occurs. However, light that couples to the opposite CW (CCW)
mode, will progressively pump the atom into the opposite mF state, as discussed in Sec. 5.4.8.
As a consequence, the transmission properties change and the operation direction of the circu-
lator is eventually reversed, when the atom has reached the opposite ground state. As discussed
in Sec. 5.4.8, 12 photon can impinge onto the resonator before the population of the outermost
mF -state is reduced to 1/e. Nevertheless, this unwanted optical pumping can be counteracted
by using an additional light field that permanently pumps the emitter toward the desired internal
state, thus enabling continuous operation of the circulator.
Another crucial parameter is the power range of the guided light field that allows proper per-
formance. While other schemes require high powers, our circulator works for single photons.
The upper power limit is set by the saturation intensity of the atoms and the atom–light coupling
strength. For the demonstrated experimental realization, this yields an upper power limit on the
order of 10 pW, which guarantees that there is never more than one photon present within the
Purcell shortened atomic lifetime. By adding more atoms, this power limit can be increased at
the cost of loosing the quantum functionalities of the circulator.
Within these specifications, our circulator concept is useful for the processing and routing of
classical signals in integrated optical circuits and networks. In particular, the small insertion
loss, makes it also applicable for quantum information processing.
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Figure 7.12: Quantum nonlinearity of the circulator. Second-order intensity correlation, g(2)(τ),
as a function of the detection time delay τ between pairs of photons, normalized such that
g(2)(τ) = 1 for τ � 1/κtot (cf. App. A.5). The labels i→ j indicate the input and output ports
for the respective measurement. The solid lines are guides to the eyes, where the bunching and
anti-bunching features are fitted with a Lorentzian. The error bars indicate the ±1σ statistical
error. The measurement was performed for the optimal working point κtot/2κ0 = 2.2.
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7.7.1 Expected circulator performance

Even though the experiments performed in this chapter constitute only proof-of-principle demon-
strations of a novel approach for realizing an optical circulator, it already yields comparable
performance with respect to other integrated realizations. In particular, the unprecedented low
insertion loss renders the circulator the first quantum-compatible nonreciprocal integrated de-
vice. However, our experiment has not yet exhausted the full potential of this new circulator
scheme. On the one hand, the resonator mode we employ in our experiment has a Q-factor of
4 × 107 which does not correspond to the state-of-the-art BMR mode [76]. On the other hand,
the atom was not trapped which causes a variation of the coupling strength thereby reducing the
performance. Using the analytical model described in App. A.4.2, we can estimate the perfor-
mance of a circulator that can be achieved with our experimental scheme. Figure 7.13 compared
η and F as a function of the fiber–resonator coupling rate κ for two Q, one corresponding to
the mode used in our experiment and the other corresponding to a state-of-the-art BMR mode.
For the calculation, we assumed an atom–resonator coupling strength of g = 2π × 30 MHz,
achievable by trapping the atom at a distance of about ∼ 100 nm from the resonator surface
(cf. Fig. 5.3), and a silica BMR, for which the resonator field has an overlap with perfect cir-
cularly polarized light of α=

√
0.97. For optimal fiber–resonator coupling at κ/κ0 = 12.2(3.9)

we obtain η = 0.93(0.8) and F = 0.94(0.93) for a mode with Q0 = 4 × 108(4 × 107), which
corresponds to κ0 = 2π × 0.5(5) MHz. Figure 7.13b shows the expected performance at the
optimal coupling point as a function of the quality factor of Q0 (κ0α

22π × 0.5 MHz). While
the photon survival probability monotonously approaches unity with rising quality factor, the
average operation fidelity is limited by the imperfect polarization overlap with σ+ polarization
(α2<1). This could be improved by using WGM resonators manufactured from materials with
higher refractive index which would results in larger values of α. Alternatively, a solid-state
emitter could by placed inside the resonator structure, in a region of perfect circular polarization
(α2 =1).
While for state-of-the-art BMRs coupled to a single trapped atom almost perfect circulator per-
formances are feasible, it remains an open challenge to fabricate such a device on an integrated
platform. Therefore, one requires solid-state emitters that can be directly placed on the chip
with good coherence properties and well-controlled resonance frequencies. In addition, inte-
grated WGM or ring resonators with adequate Q-values have to be fabricated.

7.7.2 Possible applications

Despite its importance for integrated light-based classical and quantum information processing
the demonstrated circulator could also play an important part in quantum simulation. In prin-
ciple, the atom can be prepared in a coherent superposition of two states, that cause different
operation directions of the circulator. This realizes a circulator that is as well in a coherent su-
perposition of its two operation direction. The interaction of an impinging photon with such a
circulator would directly result in entanglement between the path degree of freedom of the pho-
ton and the state of the circulator. Thus, such a circulator would be capable of playing an active
part in quantum information processing by entangling atoms with photons. In this context, our
circulator is the first realization of a nonreciprocal quantum device.
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Figure 7.13: a) Operation fidelity F and photon survival probability η as a function of the
resonator–fiber coupling rate κ, for two different intrinsic resonator field decay rates κ0/2π =
0.5 MHz (solid lines) and κ0/2π = 5 MHz (dashed lines). Since the nonreciprocity N gives
very similar results as F for the chosen parameters it is not plotted here. The vertical lines indi-
cate the points of maximal survival probability ηmax at κηmax , for the two settings. b) Maximum
survival probability ηmax and corresponding fidelity Fηmax = F(κηmax) as a function of the in-
trinsic field decay rate κ0 which can also be expressed via the intrinsic quality factor Q0. The
vertical lines indicate the exemplary values of κ0 used in a). The inset shows the transmission
matrix obtained for a circulator with κ0/2π = 0.5 MHz (Q0 = 4 × 108). For both figures and
the inset, the following parameters were used: (g, γ) = 2π × (30, 3) MHz and α =

√
0.97.
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7. QUANTUM CIRCULATOR

Figure 7.14: a) & b) A lattice formed by classical programmable circulators, where all have the
same operation direction, i.e. all atoms are prepared in the same state. In this case, the light
is trapped on circular trajectories. c) When introducing defects, i.e. circulators with opposite
operation direction, light can flow along certain directions. d) When preparing the circulators in
a coherent superposition of their operation directions, large entangled states can be created by
sending photons through the network.

Since the circulator is a multi-port device, many such devices can be connected to form a net-
work or lattice, where each node consists of a circulator. Arranging N circulators such that
they form a linear array allows one to realize a (2N + 2)-port optical circulator. Moreover,
such an array can be used as a programmable router, where, as long as all circulators are pro-
grammed to have the same operation sense, the light is trapped in a single placket of the array
(see Fig. 7.14a). When introducing defects, by reprogramming some nodes to have the opposite
sense of operation the photons can move in certain directions, as depicted in Fig. 7.14b. When
making use of the quantum nature of our circulator by preparing all circulators of the lattice in a
coherent superposition of both their operations directions, we would create massively entangled
states, by sending photons through the network. In addition, such circulator arrays enable the
implementation of artificial gauge fields for photons [228, 237, 238].Here, with the nonlinearity
at the level of single quanta allows the flux to become a dynamical degree of freedom that in-
teracts with the particles themselves, opening the way for implementing non-classical artificial
gauge fields [239].
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CHAPTER 8
Summary and outlook

Summary

In the framework of this thesis, two proof-of-principle demonstrations of nanophotonic devices
have been performed. Both are based on a single rubidium atom which is chirally coupled to a
BMR.
The first experiment realized an ultra-strong optical nonlinearity at the single-photon level.
When probing the coupled atom–resontor system with a weak coherent beam, we observe a
phase difference of π between single photons and coincident photons. In particular, this cor-
responds to the largest possible nonlinear phase shift for the smallest amount of light. Such a
nonlinearity is the essential ingredient for implementing an efficient, error-proof Bell state an-
alyzer [184, 185] and thereby provides a key element for quantum communication and optical
quantum information processing. In addition, we have provided a scheme that could in principle
be implemented in our experiment to realize a quantum-controlled phase-flip gate, which would
then enable deterministic quantum computation protocols with photons.
The second experiment demonstrated a quantum optical circulator. This first realization of a
low-loss fiber-integrated circulator has the advantage of being fully programmable. The de-
mostrated circulator is formed by a coupled atom–resonator system which is interfaced by two
tapered fiber couplers. The chiral, i.e. direction-dependent, coupling between the atom and the
resonator field gives rise to nonreciprocal transmission. Such a device is not only useful for the
processing and routing of classical signals at ultra-low light levels in integrated optical circuits
and networks. In contrast to dissipative nonreciprocal devices, a circulator that is controlled by a
single quantum system also enables operation in coherent superposition states of routing light in
one and the other direction, thereby providing a route toward its application in future photonic
quantum protocols. Since the demonstrated operation principle is universal in the sense that it
can straightforwardly be implemented with a large variety of different quantum emitters. Such a
circulator could be fabricated on a chip using solid state emitters and high-Q integrated resonator
structures. These integrated quantum ciculators could then be produced in large numbers and
connected to form two- and three-dimensional networks. Such networks are potential candidates
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dipole trap

atom

resonator

Figure 8.1: Sketch of a possible trapping scheme. The tightly focused trapping beam interferes
with the partially reflected beam and forms a standing wave pattern with a dipole trap potential
minimum at a distance of λ/4 from the surface.

for implementing lattice-based quantum computation [240] and would enable the implementa-
tion of artificial gauge fields for photons [228, 237, 238]. In particular, utilizing the nonlinearity
at the level of single quanta allows for the flux to become a dynamical degree of freedom that
interacts with the particles themselves [239].

Outlook: Trapping atoms close to a WGM resonator

The experiments described in this thesis were performed during the transit of free falling atoms
through the resonator mode. As a result, the interaction time is limited to a few microseconds
and the coupling events happen non-deterministically. In order to realize deterministic operation
of devices which are based on the interaction between WGM resonators and single quantum
emitters, the emitter has to be trapped in the resonator mode. Furthermore, trapping the atom in
a small volume close to the resonator, would allow a stable coupling strength which is essential
for many applications.
Even though the interaction between single atoms and WGMs has already been demonstrated
several years ago using free falling atoms, to trap the atoms in the evanescent field of the res-
onator is still an open challenge. While there are proposals to employ the resonator fields
themselves for trapping the atoms [241], we follow an approach similar to that demonstrated
in Ref. [79]. This employes a red-detuned laser beam that is tightly focused onto the resonator.
Interference between the incident beam and its reflection forms a partially modulated standing
wave pattern. The light provides an optical dipole potential [242] which creates a trapping site
at the fist intensity maximum which is at a distance of λ/4 from the surface, where λ is the
wavelength of the trapping light. In order to load atoms into such a trap in the existing setup we
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can employ the usual atom delivery via the atomic fountain and switch on the trap light upon an
atom detection. If the atom is located at the position of the trap focus there is a certain prob-
ability to trap it. As the evanescent field of the resonator mode, and thus the atom–resonator
coupling strength g, decrease exponentially with the distance to the surface (see Fig. 8.1b), it is
crucial to minimize the atom–resonator distance. A standard far off resonant dipole trap (FORT)
would use a trapping light field red-detuned from the 5S1/2 → 5P3/2 transition of 85Rb with a
wavelength of λred ∼781 nm. This would form a stable trapping potential at a distance of about
195 nm from the resonator surface. At this position the coupling strength to the fundamental
mode is gq=0 =2π × 13 MHz, which would be comparable to the coupling strength observed in
this thesis.
Since the atoms are not cooled during the loading process, also a cooling procedure has to be
applied. With such a trapping scheme, it should be possible to increase the life time of the atom
in the evanescent field by several orders of magnitude which would make a large range of appli-
cations experimentally feasible. For example, it would enable one to perform complex quantum
protocols, such as the proposed controlled phase gate (CPG) introduced in Sec. 6.5. In addition,
it would allow one to create Schrödinger cat states of light, by preparing our quantum circulator
in a superposition of its operation direction.
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List of acronyms

AOM acousto-optic modulator
APD avalanche photo diode

BMR bottle microresonator
BS beam splitter

CCW counter-clockwise
CNOT controlled NOT
CPG controlled phase gate
CQED cavity quantum electrodynamics
CW clockwise

EIT electromagnetically induced transparency
EOM electro-optical modulator

FORT far off resonant dipole trap
FP Fabry-Pérot
FPGA field programmable gate array
FSR free spectral range

HWHM half width at half maximum

MEM microelectromechanical
MLE maximum-likelihood estimation
MOT magneto-optical trap

MZ Mach-Zehnder
MZI Mach-Zehnder interferometer

PBS polarizing beam splitter
PD photo diode
PDH Pound–Drever–Hall
PGC polarization gradient cooling
PM polarization maintaining

Rb rubidium

SAM spin angular momentum
SML spin–momentum locking
SPCM single photon counting module

TE transverse electric
TM transverse magnetic

UHV ultra high vacuum

vSTIRAP vacuum-stimulated Raman process

WGM whispering-gallery-mode

YIG yttrium iron garnet
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A.1 Transition strengths for the D2-line of 85Rb

The hyperfine structure occurs due to the coupling of the total electron angular momentum J=
S+Lwith the total nuclear angular momentum I , whereS andL are the spin and orbital angular
momentum of the electron, respectively. The total atomic angular momentum is then given by
F = J+I . The matrix element that couples the two hyperfine state |F,mF 〉 and |F ′,mF ′〉 is
given by [122]

〈F,mF | erq |F ′,mF ′〉 = 〈J ||er̂||J ′〉 (−1)2F ′+mF+J+I µ
mF ′
mF , (A.1)

using the transition matrix element 〈J ||er̂||J ′〉 and

µ
mF ′
mF =

√
(2F ′ + 1)(2F + 1)(2J + 1)

(
F ′ 1 F
mF ′ q −mF

){
J J ′ 1
F ′ F I

}
. (A.2)

Here, the last two terms are the 3-j and the 6-j symbols, respectively and q = {1, 0,−1} for
{σ+, π, σ−} transitions.
In our experiment we use 85Rb which has I = 5/2. Its ground state (52S1/2), J = 1/2 splits
into the F =2 and F =3 hyperfine levels. For the excited state 52P3/2 of the D2-line, J =3/2,
and thus F can take any of the values 1, 2, 3 or 4. The transition strengths, i.e. (µ

mF ′
mF )2,

for the |F =3〉 → |F ′=4〉 transition of the D2-line are shown in Fig. A.1 for σ+, π and σ+

transition, respectively. When summing over all possible transitions coupling to a given excited
state |F ′,mF ′〉 , they add up to a factor which is independent from the chosen state [122]∑

q,F

| 〈F,mF ′ + q| erq |F ′,mF ′〉 |2 =
2J + 1

2J ′ + 1
|〈J ||er̂||J ′〉|2 , (A.3)

where the summation is performed over all possible ground states F and all polarizations q. The
prefactor is called the degeneracy ratio is a direct consequence of the normalization convention
[122] and is 1/2 for the D2 line of 85Rb.
The transition matrix element 〈J ||er̂||J ′〉 is determined via [122]

1

τ
= 2 γ =

ω3

3πε0~c3

2J + 1

2J ′ + 1
|〈J ||er̂||J ′〉|2 . (A.4)

Here, we introduced the vacuum permittivity ε0, the light’s angular frequency ω, the speed of
light c and the dipole decay rate γ. For theD2-line of 85Rb the dipole matrix element, the excited
state lifetime and the corresponding dipole decay rate are given in Tab. A.1.

145



APPENDIX

D2 (52S1/2 → 52P3/2)

〈J ||er̂||J ′〉 3.582× 10−29 Cm
τ 26.24 ns
γ 2π × 3.033 MHz

Table A.1: Dipole matrix element 〈J ||er̂||J ′〉, the excited state lifetime τ and the dipole decay
rate γ for the D2-line of 85Rb [122].

a)

b)

c)

Figure A.1: Transition strengths for the |F =3〉 → |F ′=4〉 transition of 85Rb D2-line
(52S1/2 → 52P3/2), for a) σ+, b) π and c) σ− transitions [122].
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A.2 Numerical solution of the Master equation

Let us consider a linear differential equation of the form

ẋ = Ax . (A.5)

Every n×n matrix A can be transformed into a Jordan normal form using the invertible matrix
P such that

A = PJP−1 , (A.6)

where J is the Jordan normal form of A. Using the transformation x(t) = Py(t), Eq. (A.5)
can be written as

ẋ = PJP−1x→ ẏ = Jy . (A.7)

IfA is diagonalizable, which is the case if the sum of the dimensions of its eigenspaces is equal
to n, J is of diagonal form and the diagonal is formed by the eigenvalues ofA and the transition
matrixP is formed by the eigenvetors. Thus, the solution of Eq. (A.7) is formally given by [243]

y(t) =


eλ1t 0 . . . 0

0 eλ2t
...

...
. . . 0

0 . . . 0 eλnt

y(0) = Û(t)y(0) . (A.8)

Here, λi are the eigenvalues of A and y(0) is the initial state at t= 0. The matrix in Eq. (A.8)
gives the time evolution operator Û(t). The solution of Eq. (A.5) in the original basis can be
obtained via

x(t) = Py(t) = PÛ(t)y(0) = PÛ(t)P−1x(0) . (A.9)

Solving the time evolution boils down to solving the eigenvalue problem. In the following, we
will adapt this ansatz to solve the master equation.

The system of interest is described by the Hamiltonian Ĥ and coupled to a bath. Under
Markovian and Born approximation, the time evolution of the system, which is described by the
n×n density operator ρ, is given by the master equation (cf. Sec. 4.2)

∂ρ̂

∂t
= −i

[
Ĥ, ρ̂

]
+ D̂ , (A.10)

where D̂ is the Lindblad operator (cf. Eq. (4.8) ). Since Eq. A.10 is linear in ρij the master
equation can be written in Liouvillian form as

∂ρ̂

∂t
= L̂ρ̂ . (A.11)

using the Liouvillian super operator L̂. In order to apply the previously introduced ansatz,
Eq. (A.11) has to be transferred into vector form such that

∂~ρ

∂t
= ~L~ρ , (A.12)
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where we have introduced the n2 × 1-dimensional column vector ~ρ = (ρ11, ρ12, · · · , ρnn) and
the n2×n2 expanded super operator. Equation (A.12) has now the form of Eq. (A.5). Thus,
the time evolution of ~ρ, and thus of ρ̂, can be determined by calculating the eigenvalues and
eigenvectors of ~L via

~ρ(t) = PÛ(t)P−1~ρ(0) . (A.13)

The transformation matrixP and the time evolution operator Û(t) are now formed by the eigen-
vectors and eigenvalues of ~L respectively. The eigenvalue problem can be solved numerically
if the system is described in a finite dimensional state space using the eigenvalue solver of, e.g.
Mathematica.

A.3 Chirally coupled atom–resonator–waveguide system

In Sec. 4.5.2, we discussed the coupled atom–resonator system which is probed via a coupling
fiber in the framework of chiral waveguides. Using the β-factors, which are given by Eqs. (4.49-
4.52), we can write the forward )+)and backward (−) transmission and reflection amplitude
as

t+ = 1− 2β+ = 1− 2κext

κ0 + κext

C|βσ+ |2 + 1

C + 1
, (A.14)

t− = 1− 2β− = 1− 2κext

κ0 + κext

C|ασ+ |2 + 1

2(C + 1)
, (A.15)

r± = −
√
βccw

+ βccw
− −

√
βcw

+ βcw
− = − κext

κ0 + κext

2Cασ+βσ+

(C + 1)
, (A.16)

where we have used the cooperativity C = g2/γ(κ0 + κext) and |βσ+ |2 = 1−|ασ+ |2 for clarity
In addition, we can define the respective atom-modified resonator loss rates for the two counter-
propagating modes

γccw = κ0 + C|ασ+ |2(κ0 + κext) (A.17)

γcwc = κ0 + C|βσ+ |2(κ0 + κext) . (A.18)

The corresponding waveguide-resonator coupling rates for the forward (+) and backward (−)
probing direction coupling to either the CW or the CCW mode are

Γccw
+ =

κext(1 + C|β|2 + χ(|β|2))(κ0 + C|α|2(κ0 + κext))

−2(1 + C)κ0 + (−1 + C(2− |β|2) + χ(|β|2))
, (A.19)

Γcwc
+ =

κext(−1 + C|β|2 + χ(|β|2))(κ0 + C|α|2(κ0 + κext))

−2(1 + C)κ0 + (−1− C(2− |β|2)− χ(|β|2))
, (A.20)

Γccw
− =

κext(−1 + C|α|2 + χ(|α|2))(κ0 + C|β|2(κ0 + κext))

−2(1 + C)κ0 + (−1− C(2− |α|2)− χ(|α|2))
, (A.21)

Γcwc
− =

κext(1 + C|α|2 + χ(|α|2))(κ0 + C|β|2(κ0 + κext))

−2(1 + C)κ0 + (−1− C(2− |α|2) + χ(|α|2))
, (A.22)
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where we have introduced χ(x)=
√
C2(2x2 − x)+2Cx2 + 1, α=ασ+ and β=βσ+ for clarity.

Interestingly, both, the internal loss rates and the coupling rates, are altered by the interaction
with the atom.

A.4 Supplement to the circulator

A.4.1 Measured transmission matrices

The transmission matrix yields the power transmission from a certain input port and to a certain
output port, where the row indicates the input port and the column gives the output port. For an
ideal circulator the transmission matrices describing its two operation directions are given by

[
T id
	

]
=


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 ,
[
T id
�

]
=


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 (A.23)

In the following the measured transmission matrices at the optimal working point κtot/2κ0 = 2.2
are given.

[
TmF=+3

]
is the transmission matrix for the case where the atom is prepared in the

|F =3,mF =+3〉 state,
[
TmF=−3

]
for the atom prepared in |F =3,mF =−3〉 and [T no atom]

for the case where no atom is present. The error bars indicate the ±1σ statistical error.

[
TmF=+3

]
=


0.03± 0.015 0.46± 0.044 0.024± 0.011 0.133± 0.03
0.037± 0.022 0.057± 0.021 0.486± 0.059 0.038± 0.022
0.011± 0.011 0.101± 0.028 0.068± 0.022 0.698± 0.083
0.463± 0.055 0.039± 0.014 0.234± 0.027 0.055± 0.019

 (A.24)

[
TmF=−3

]
=


0.063± 0.01 0.072± 0.013 0.021± 0.007 0.394± 0.025
0.487± 0.028 0.045± 0.01 0.122± 0.017 0.016± 0.005
0.029± 0.007 0.379± 0.029 0.066± 0.012 0.274± 0.021
0.108± 0.011 0.005± 0.001 0.647± 0.029 0.02± 0.005

 (A.25)

[
T no atom] =


0.± 0. 0.014± 0.008 0.± 0. 0.572± 0.061

0.012± 0.012 0.008± 0.008 0.533± 0.062 0.025± 0.018
0.± 0. 0.539± 0.063 0.075± 0.023 0.252± 0.052

0.583± 0.06 0.016± 0.009 0.183± 0.025 0.027± 0.014

 (A.26)

A.4.2 Analytic solution for the circulator performance

In section 4.4.2 we showed that the polarization-dependent scattering of an 85Rb atom in its
outermost Zeeman level |F =3,mF =±3〉 which is coupled to a WGM resonator can be very
well be approximated by a simple two level atom with a circularly polarized transition that
interacts with two counter-propagating, elliptically polarized resonator modes. Based on this
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model, we are able to derive an analytic expression for the transmission matrix of the circulator,
for the case of symmetrically coupled fibers, i.e. κa = κb = κ,

[Ti,j ] =



R T trans
α R T cross

α

T trans
β R T cross

β R

R T cross
α R T trans

α

T cross
β R T trans

β R



1

2

3

4

in
pu

t

1 2 3 4
output

, (A.27)

were we have used

R =
4g4α2β2κ2

(2κ+ κ0)2 (γ(2κ+ κ0) + g2)2 (A.28)

T cross
χ =

4κ2
(
g2(1− χ2) + γ(2κ+ κ0)

)2
(2κ+ κ0)2 (γ(2κ+ κ0) + g2)2 (A.29)

T trans
χ =

((
(2κ+ κ0)χ2 + κ0(1− (i)2)

)
g2 + γκ0(2κ+ κ0)

)2
(2κ+ κ0)2 (γ(2κ+ κ0) + g2)2 . (A.30)

For T cross and T trans we distinguished between probing the CCW or CW mode for which χ
becomes α or β respectively. Here, we also used a simplified nomenclature for the polarization
overlap α ≡ ασ+ and β ≡

√
1− α2. Using Eq. (A.27) we can straightforwardly calculate the

survival probability η and the nonreciprocityN from Eq. (7.5) and Eq. (7.7) respectively, which
yield the simple analytic expressions

η = 1− κ2γ2(2κ+ κ0)2κ0 + g4κ0 + γg2(2κ+ κ0)((2κ+ κ0) + 2κ0)

(2κ+ κ0)2(γ(2κ+ κ0) + g2)2
, (A.31)

N =
κg2(2α2 − 1)

(2κ+ κ0)(γ(2κ+ κ0) + g2)
· 1

η
. (A.32)

For the process fidelity F , a more lengthy expression can be derived

F =
1

4

(
8κ2

(
γ(2κ+ κ0) + α2g2

)2
A

+
2
(
γκ0(2κ+ κ0) + g2

(
2α2κ+ κ0

))2
B

)
, (A.33)

were we have introduced

A =γ2(2κ+ κ0)2
(
4κ2 + κ2

0

)
+ g4

(
4α2κκ0 + 4κ2 + κ2

0

)
− 2γg2(2κ+ κ0)

(
4
(
α2 − 1

)
κ2 − 2α2κκ0 − κ2

0

)
+ 4

(
2α2 − 1

)
g2κ

(
γ
(
κ2

0 − 4κ2
)

+ g2κ0

)
, (A.34)
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B =γ2(2κ+ κ0)2
(
4κ2 + κ2

0

)
+ g4

(
−4
(
α2 − 1

)
κκ0 + 4κ2 + κ2

0

)
+ 2γg2(2κ+ κ0)

(
2α2κ(2κ− κ0) + κ0(2κ+ κ0)

)
. (A.35)

Equations (A.31) and (A.33) are used to estimate the performance of a circulator based on a
state-of-the-art BMR in Sec. 7.7.1.

A.5 Second-order intensity correlation function

The normalized second-order intensity correlation function for a classical field of intensity I(t)
is defined as [113]

g(2)(τ) =
〈I(t)I(t+ τ〉
〈I(t)〉 〈I(t+ τ)〉

. (A.36)

Here, we have introduced the time average which is indicated by the brackets. A field is said
to be second-order coherent if g(2) = 1, which requires that the numerator factorizes. In the
framework of second quantization Eq. (A.36) can be expressed in terms of the photon creation
and annihilation operators, ĉ† and ĉ [113]

g(2)(τ) =
〈ĉ†(t)ĉ†(t+ τ)ĉ(t+ τ)ĉ(t)〉
〈ĉ†(t)ĉ(t)〉 〈ĉ†(t+ τ)ĉ(t+ τ)〉

(A.37)

This gives the joint probability of detecting one photon at time t and a second photon with time
delay τ at t + τ , which is normalized by the probability of detecting two independent pho-
tons. A coherent state of light follows Poisson photon statistic for which photons are temporally
uncorrelated and thus g(2) = 1 independent of τ . If g(2)(0) > 1, there is a positive correlation
between the photon pairs and we say that the light is bunched. If g(2)(0) < 1 the photons are anti-
correlated and we say that the light is anti-bunched. For classical states of light, the second-order
intensity correlation function is bound by g(2)(0) ≥ 1. Quantum mechanics allows for g(2)(0)
to be greater than or less than 1. Hence, photon anti-bunching indicates correlations between
pairs of photon which cannot be explained classically, and we speak of a non-classical state of
light. For time delays much larger than the coherence times of the source g(2)(τ →∞) = 1.
For simulating the second-order intensity correlation function for the light that is transmitted
through our coupling fiber we have to insert the input–output relation, given by Eq. (4.25), into
Eq. (A.37) and we obtain

g
(2)
t (τ) =

〈(â†in − kâ†)(â
†
in,τ − kâ

†
τ )(âin,τ − kâτ )(âin − kâ)〉

〈(âin,τ − kâτ )(âin − kâ)〉 〈(â†in,τ − kâ
†
τ )(âin − kâτ )〉

, (A.38)

where we have used k = i
√

2κext and dropped the time dependence for clarity using â= â(t)
and âτ = â(t + τ). If the incoming pump field in the coupling fiber is a weak coherent state,
which is usually the case in our experiment, one can replace the pump field operators âin and â†in
in Eq. (A.38) with their expectation values 〈âin〉 = 〈âin,τ 〉 = ain and 〈â†in〉 = 〈â†in,τ 〉 = a∗in [121].
Thus, we only have to compute expectation values for different products of the resonator field
operator.

151



APPENDIX

For the reflected photons or photons that couple from the resonator into the second fiber, the ex-
pression for the second-order intensity correlation function is much simpler, since the additional
pump term does not occur (cf. Eq. (4.27)). Thus, we directly obtain the second-order intensity
correlation function for one of the two resonator fields, which is given by

g(2)
r (τ) =

〈â†â†τ âτ â〉
〈â†â〉 〈â†τ âτ 〉

. (A.39)

For photons that exit the fiber at the same time , i.e. τ = 0, the expectation values in Eq. (A.38)
and Eq. (A.39) involve only operators at one point in time, which can be calculated according
to the Master equation formalism introduced in Sec. 4.4.1, yielding, e.g., 〈â〉 = Tr [â.ρ̂] and
〈ââ〉 = Tr [â.â.ρ̂]. When it comes to calculating expectation values of operator products at dif-
ferent times, we have to apply the quantum regression theorem [120], as discussed in Ref. [86].
The numerator of Eq. A.37 can be directly associated with raw, unnormalized photon correla-
tions, i.e. two photon detections having a time delay τ . If the correlation counts are acquired
over an infinite amount of time, the denominator normalizes the raw coincidences by the total
number of coincidences measured. In our experiment, we measure for a finite interval T0 which
is restricted by the atomic lifetime in the resonator mode. Thus, coincidences only appear for τ
within the interval [−T0/2, T0/2]. For an otherwise constant correlation function, we obtain a
triangular shape that is peaked at τ = 0 and zero at τ = ±T0/2. A common strategy to com-
pensate for the finite measurement time is to fit the asymptotic behavior of the raw correlation
and multiply them by the factor ∝ 1/(T0 − |τ |). This gives the desired asymptotic behavior,
although the fluctuation increase near |τ | = T0, where normalization factor diverges [244].

A.6 Conditional single-atom phase shift

If the empty resonator is over-coupled, the additional losses introduced by a strongly coupled
atom can put the resonator into the under-coupled regime. This imprints a linear phase shift of
π onto the light transmitted through the coupling fiber compared to the light transmitted in the
absence of the atom.
In our experiment, we choose a transverse magnetic (TM) mode. The polarization component of
the light guided in the coupling fiber that couples to this modes is referred to as H-component.
The orthogonal component which is unaffected by the resonator mode is denoted V -component.
Let us consider the case, where we probe with light that is in a superposition of both polariza-
tions. Thus, the incoming polarization state is |ψ〉in = cH |H〉 + cV |V 〉, where cH and cV are
two amplitudes, which we assume to be real. When passing the resonator, the H-component ac-
quires an additional phase φ and its amplitude is modified to be c′H . The output state is given by
|ψ〉out = c′H eiφ |H〉+ cV |V 〉. Both, the phase and the transmitted amplitude of the transmitted
light, now depend on whether the atom is coupled to the resonator or not. The respective powers
transmitted to the H , V , D and D̄ port of the polarization analyzer are

PH = |c′H |2 , PD =
1

2

[
|c′H |2 + |cV |2 + 2c′HcV cos(φ)

]
, (A.40)
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PV = |cV |2 , PD̄ =
1

2

[
|c′H |2 + |cV |2 − 2c′HcV cos(φ)

]
. (A.41)

From these equations, the relative phase shift introduced by the atom can then be obtained
straight forwardly using

∆φ = φ1 − φ0 and φi = arccos

 P iD̄ − P iD
2
√
P iHP

i
V

 , (A.42)

where the index i indicates whether the atom was present during the measurement or not.

A.7 Density matrix reconstruction

A.7.1 The density matrix

Systems that are subject to decoherence cannot be described by a pure state. Instead, their states
have to be described by a density matrix

ρ̂ =
∑
i

pi |ψi〉 〈ψi| , (A.43)

where pi is the probability of finding the system in a certain state |ψi〉, which has to fulfill∑
pi = 1. If only one pi is nonzero, that is when ρ̂2 = ρ̂, the system is in a pure state. There are

certain requirements the density matrix has to fulfill in order to describe a physically valid state:

• Hermiticity The density operator ρ is hermitian

ρ̂ = ρ̂† (A.44)

• Unity Trace The trace of any density operator is 1, which corresponds to the normaliza-
tion of the probability

Tr(ρ̂) = 1 (A.45)

• Positivity The density operator has to be positive semidefinite

〈ψ| ρ̂ |ψ〉 ≥ 0 ∀ |ψ〉 , (A.46)

which implies that all eigenvalues of ρ̂ must lie in the interval [0,1].

A.7.2 Quantum state tomography of photonic qubits

In order to reconstruct the density matrix of a quantum state we have to perform tomographic
measurements. If the qubit is encoded in the polarization state of single photons, we can count
detected photons using single photon detectors which are placed behind a polarizer. This per-
forms a projective measurement in which the state of the photon is projected onto the polarization
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of the polarizer. In an ideal experiment, the number of detected photons nν at the detector, is
connected to the density matrix of the polarization state ρ̂ via

nν = N 〈ψν | ρ̂ |ψν〉 = N Tr[ρ̂Mν ]; , (A.47)

where |ψν〉 and Mν = |ψν〉 〈ψν | are the polarization state and projection matrix onto this state,
respectively, and N is a constant that depends on the photon flux and the detector efficiency.
Thus, each measurement contains some information of the density matrix ρ̂. To determine all
entries of the density matrix via linear reconstruction, we have to perform a linearly indepen-
dent set of measurements [182]. Different projective measurements can be realized by inserting
a half- or quarter-wave plate in front of the polarizer. Using such a direct, linear reconstruc-
tion scheme, by construction, yields a density matrix which fulfill the requirements given by
Eq. (A.44) and Eq. (A.45). However, when performing linear reconstruction for low-entropy
states, the requirement stated by Eq. (A.46), is not always met, due to experimental inaccuracies
and statistical fluctuations. Thus, a linear reconstruction in general does not yield a physically
valid density matrix [182].

A.7.3 Maximum-likelihood estimation

To avoid this problem, a maximum-likelihood estimation (MLE) can be employed [182]. The
approach, is as follows: First we generate a physical m ×m density matrix ρ̂p, which by defi-
nition fulfills all three requirement. This can easily be achieved by making use of the so called
Cholesky decomposition, which states that a matrix that can be written as A = T †T must be
semidefinite. To ensure normalization we simply divide this matrix by its trace. Thus, a physical
density matrix is given by [182]

ρ̂p(t1, t2, ..., tm2) =
T †T

Tr[T †T ]
, (A.48)

which is parametrized by m2 variables ti. Under the assumption that our measurement suffers
from Gaussian noise, the probability of finding a set of n measurement outcomes nν for a given
state is

P (n1, n2, .., nn) =
1

Nnorm

n∏
ν=1

exp

[
− (n̄ν − nν)2

2σ2
ν

]
, (A.49)

where we have introduced the normalization constant Nnorm, the standard deviation of the ν th

measurement σν =
√
nν and n̄ν is the expected number of counts. When we assume n̄ν =

N 〈ψν | ρ̂p(t1, t2, ..., tm2) |ψν〉, which represents the expected number of counts for a given den-
sity matrix ρ̂p(t1, t2, ..., tm2), Eq. (A.49) gives the probability that ρp reproduced the measured
data set {n1, n2, .., nn}. Here, we identified N as the total number of detected photons in one
basis, N =

∑
ν∈basis nν . Instead of finding a maximum of Eq. (A.49), it is convenient to re-

duce the problem to finding the minimum by taking its logarithm. We thus define the likelihood
function as

L(t1, t2, ..., tm2) =
n∑
ν=1

(N 〈ψν | ρ̂p(t1, t2, ..., tm2) |ψν〉 − nν)2

2N 〈ψν | ρ̂p(t1, t2, ..., tm2) |ψν〉
. (A.50)
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Now standard numerical optimization techniques can be employed to find an extremum of L,
thus giving a set of variables {t(opt)1 , t

(opt)
2 , ..., t

(opt)
m2 } which give the best estimation for the

density matrix ρp(t
(opt)
1 , t

(opt)
2 , ..., t

(opt)
m2 ). This is then the physical density matrix that most

likely describes the measurement results.

A.7.4 Density matrix of two photons sharing a spatial mode

Let us now consider a two-qubit state, which is encoded in the polarization state of two photons.
If the two photons are distinguishable by, e.g. their spatial mode, the density matrix is given by
a 4× 4 matrix which usually is represented in the {|HH〉 , |HV 〉 , |V V 〉 , |V H〉} basis as

ρ̃ =


ρHH,HH ρHH,HV ρHH,V V ρHH,V H
ρHV,HH ρHV,HV ρV V,V V ρHV,V H
ρV V,HH ρV V,HV ρV V,V V ρV V,V H
ρV H,HH ρV H,HV ρV H,V V ρV H,V H

 . (A.51)

In the following, the tilde identifies density matrices that are represented in this basis. How-
ever, the experimental situation might not allow to discriminate the two photons by the mea-
surements that are performed. That might be the case when both photons are guided by the
same spatial mode, while the polarization state encodes the qubit, and thus carries the infor-
mation. In this case, only three basis states remain, |HH〉, |V V 〉 and the symmetric state
|S〉 = (|HV 〉 + |HV 〉)/

√
2, and the system is described by a 3 × 3 matrix. However, in an

experimental setting, there might be an additional degree of freedom, such as e.g. frequency or
arrival time, that is not of interest or not experimentally accessible for the measurement appara-
tus. Nevertheless, these inaccessible or hidden degrees of freedom can affect the outcome of the
tomography performed on degrees of freedom which are accessible [180, 181].

Accessible density matrix

Boson statistics requires the state of photons to be fully symmetric, i.e. they have to be invariant
under the exchange of particles. For a single degree of freedom ψ, e.g. polarization, the state is
given by

|Ψ〉 = |ψS〉 , (A.52)

which is symmetric under particle exchange. However, when an additional degree of freedom is
present, such as the spatial mode, we can also obtain an antisymmetric polarization state |ψA〉
if the second degree of freedom also has an antisymmetric part φA. The resulting total photon
state has to obey boson statistics and therefore is given by

|Ψ′〉 = α |ψS〉 |φS〉+ β |ψA〉 |φA〉 , (A.53)

where α and β are some constants. In Eq. (A.53), the symmetric (antisymmetric) part of the first
degree of freedom acts on the symmetric (antisymmetric) part of the second degree of freedom.
Thus, the existence of an antisymmetric contribution for the first degree of freedom is inevitably
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linked to the existence of an additional degree of freedom which has to be correlated with the
first.
It is instructive to represent the density matrix for the total polarization state in the symmetric
and antisymmetric subspaces. For the two-photon case, the density matrix is divided into two
submatrices, a 3×3 matrix corresponding to the symmetric subspace, spanned by {|HH〉, |S〉=
(|HV 〉+|V H〉)/

√
2, |V V 〉} and a 1×1 forming the antisymmetric subspace, spanned by |A〉=

(|HV 〉−|V H〉)/
√

2}:

ρ̂acc =


ρHH,HH ρHH,S ρHH,V V

ρS,HH ρS,S ρS,V V
ρV V,HH ρV V,S ρV V,V V

 0

0 (ρA,A)

 . (A.54)

The coherences between the symmetric and the antisymmetric subspaces are zero, which ex-
presses the lack of information we obtain from our measurement which could be used the distin-
guish the photons. Under the assumption of indistinguishable photons all population is restricted
to the symmetric subspace, i.e. ρA,A=0.

The effect of inaccessible degrees of freedom

The presence of an distinguishing degree of freedom can be inferred from the antisymmetric
subspace which can be illustrated by using a simple example: Let us consider a two-photon state
where the polarization degree of freedom (H,V ) might be correlated with the spatial degree of
freedom (a, b). The full bosonic state must be symmetric under the exchange of both spatial and
polarization degrees of freedom. For the case were one photon is horizontally polarized and the
other is vertically polarized the two-photon state is given by |ψ1〉=(|HV 〉 |ab〉+|V H〉 |ba〉)/

√
2.

If we are only interested in the polarization of our photons, we can express our ignorance about
the spatial modes by tracing over this degree of freedom. This leaves us with the density matrix
ρacc =Trab(ρ) that is accessible via our measurement. This reduced density matrix expressed in
the basis {|HH〉 , |HV 〉 , |V V 〉 , |V H〉} is

ρ̃
(1)
acc =

1

2
(|HV 〉 〈HV |+ |V H〉 〈V H|) =

1

2


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 , (A.55)

which is a mixed state. Contrary to this, if both photons would have occupied the same spa-
tial mode, such that the state is given by |ψ2〉 = (|HV 〉 |aa〉+ |V H〉 |aa〉)/

√
2, the resulting

accessible density matrix is describe by the pure state

ρ̃
(2)
acc =

1

2
(|HV 〉+ |V H〉)(〈HV |+ 〈V H|) =

1

2


0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1

 . (A.56)

This already shows how the inaccessible degrees of freedom influence the outcome of the mea-
surement of another. In order to clearly distinguish the two different cases, we have to change
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A.7. Density matrix reconstruction

Figure A.2: a) Reconstructed full accessible density matrix ρ̂acc of the two-photon output state.
b) Density matrix ρ̂sym obtained from restricting the reconstruction on the symmetric subspace.
c) The difference ρ̂acc− ρ̂sym, which lies withing the experimental errors. Note the different scale
of the y-axis.

into the symmetric and antisymmetric basis {|HH〉 , |S〉 , |V V 〉 , |A〉}. In this basis, the density
matrices for the two cases are given by

ρ̂
(1)
acc =

1

2


0 0 0

 0
0 1 0 0
0 0 0 0
0 0 0 ( 1 )

 , ρ̂
(2)
acc =


0 0 0

 0
0 1 0 0
0 0 0 0
0 0 0 ( 0 )

 . (A.57)

The population of the antisymmetric part is zero for ρ̂(2)
acc, where no additional degree of freedom

is present, and one half for ρ̂(1)
acc for the case of an additional degree of freedom present. Thus, we

can conclude that the indicator for the existence of one or more unobserved degrees of freedom
is the population of the antisymmetric state |A〉, which is a measurable quantity even though the
experimental apparatus cannot tell the two photons apart.

A.7.5 Reconstruction of the transmitted two-photon state

In the experiments described in Ch. 6, we are interested in the two-photon polarization state
transmitted through the coupling fiber after interacting with the atom–resonator system. Thus,
both photons are guided in the same fiber mode. In order to perform state tomography of the two-
photon polarization state, we perform correlation measurements between detectors in different
arms of the polarization analyzer. The detectors can detect either a correlation between two pho-
tons in the same polarization A, thereby implementing the projector PAA = |A1, A2〉 〈A1, A2|,
or a correlation between different polarization modes, e.g. between polarization A and B,
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thereby implementing PBA = |A1, B2〉 〈A1, B2| + |B1, A2〉 〈B1, A2|. Using the 10 detectors
distributed as shown is Fig. 6.4 we obtain the following 19 projection matrices, represented in
the basis {|HH〉 , |S〉 , |V V 〉 , |A〉}:

MHH =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 MHV =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1



MDD̄ =


1
2 0 −1

2 0
0 0 0 0
−1

2 0 1
2 0

0 0 0 1

 MRL =


1
2 0 1

2 0
0 0 0 0
1
2 0 1

2 0
0 0 0 1



MRH =


1 − i√

2
0 0

i√
2

1
2 0 0

0 0 0 0
0 0 0 1

2

 MDR =


1
2

1
2
− i

2√
2

− i
2 0

1
2

+ i
2√

2
1
2

1
2
− i

2√
2

0

i
2

1
2

+ i
2√

2
1
2 0

0 0 0 1
2



MRR =


1
4 − i√

8
−1

4 0
i√
8

1
2 − i√

8
0

−1
4

i√
8

1
4 0

0 0 0 0

 MDH =


1 1√

2
0 0

1√
2

1
2 0 0

0 0 0 0
0 0 0 1

2



MDD =


1
4

1√
8

1
4 0

1√
8

1
2

1√
8

0
1
4

1√
8

1
4 0

0 0 0 0

 MD̄D̄ =


1
4 − 1

2
√

2
1
4 0

− 1
2
√

2
1
2 − 1

2
√

2
0

1
4 − 1

2
√

2
1
4 0

0 0 0 0



MHD̄ =


1 − 1√

2
0 0

− 1√
2

1
2 0 0

0 0 0 0
0 0 0 1

2

 MHL =


1
2 − 1−i

2
√

2
− i

2 0

− 1+i
2
√

2
1
2 − 1−i

2
√

2
0

i
2 − 1+i

2
√

2
1
2 0

0 0 0 1
2



MV D =


0 0 0 0
0 1

2
1√
2

0

0 1√
2

1 0

0 0 0 1
2

 MV D̄ =


0 0 0 0
0 1

2 − 1√
2

0

0 − 1√
2

1 0

0 0 0 1
2



MV R =


0 0 0 0
0 1

2 − i√
2

0

0 i√
2

1 0

0 0 0 1
2

 MV L =


0 0 0 0
0 1

2
i√
2

0

0 − i√
2

1 0

0 0 0 1
2


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MDL =


1
2

1+i
2
√

2
i
2 0

1−i
2
√

2
1
2

1+i
2
√

2
0

− i
2

1−i
2
√

2
1
2 0

0 0 0 1
2

 MD̄R =


1
2 − 1+i

2
√

2
i
2 0

− 1−i
2
√

2
1
2 − 1+i

2
√

2
0

− i
2 − 1−i

2
√

2
1
2 0

0 0 0 1
2



MD̄L =


1
2 − 1−i

2
√

2
− i

2 0

− 1+i
2
√

2
1
2 − 1−i

2
√

2
0

i
2 − 1+i

2
√

2
1
2 0

0 0 0 1
2

 .

Applying MLE for our measurement data, which is summarized in Tab. 6.2, yields the fol-
lowing accessible density matrix

ρ̂acc =


 0.258 −0.084 + i0.07 −0.041 + i0.003
−0.084− i0.07 0.484 0.054− i0.014
−0.041− i0.003 0.054 + i0.014 0.245

 0

0 (0.012)

 . (A.58)

±


 0.016 0.011 + i0.014 0.012 + i0.012

0.011 + i0.014 0.022 0.011 + i0.015
0.012 + i0.012 0.011 + i0.015 0.018

 0

0 (0.017)

 .

The errors were determined by adding Poissonian noise to the measured uncorrected correla-
tions, followed by a density matrix reconstruction. For each matrix this was repeated with a set
of 100 random density matrices, from which the standard deviation was determined.
Within our experimental errors the population of the antisymmetric subspace is compatible with
zero, which shows that there is no inaccessible degree of freedom which is ignored in our exper-
iment. Thus, it is sufficient to restrict the reconstruction to the symmetric subspace. In this case,
we reconstruct the 3× 3 density matrix using the 19 projection matrices given by

MHH =

1 0 0
0 0 0
0 0 0

 MHV =

0 0 0
0 1 0
0 0 0


MDD̄ =

 1
2 0 −1

2
0 0 0
−1

2 0 1
2

 MRL =

1
2 0 1

2
0 0 0
1
2 0 1

2



MRH =

 2
3 − i

√
2

3 0
i
√

2
3

1
3 0

0 0 0

 MDR =


1
3

1
3
− i

3√
2

− i
3

1
3

+ i
3√

2
1
3

1
3
− i

3√
2

i
3

1
3

+ i
3√

2
1
3


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MRR =


1
4 − i

2
√

2
−1

4
i

2
√

2
1
2 − i

2
√

2

−1
4

i
2
√

2
1
4

 MDH =

 2
3

√
2

3 0√
2

3
1
3 0

0 0 0


MDD =


1
4

1
2
√

2
1
4

1
2
√

2
1
2

1
2
√

2
1
4

1
2
√

2
1
4

 MD̄D̄ =


1
4 − 1

2
√

2
1
4

− 1
2
√

2
1
2 − 1

2
√

2
1
4 − 1

2
√

2
1
4


MHD̄ =

 2
3 −

√
2

3 0

−
√

2
3

1
3 0

0 0 0

 MHL =

 2
3

i
√

2
3 0

− i
√

2
3

1
3 0

0 0 0


MV D =

0 0 0

0 1
3

√
2

3

0
√

2
3

2
3

 MV D̄ =

0 0 0

0 1
3 −

√
2

3

0 −
√

2
3

2
3


MV R =

0 0 0

0 1
3 − i

√
2

3

0 i
√

2
3

2
3

 MV L =

0 0 0

0 1
3

i
√

2
3

0 − i
√

2
3

2
3



MDL =


1
3

1
3

+ i
3√

2
i
3

1
3
− i

3√
2

1
3

1
3

+ i
3√

2

− i
3

1
3
− i

3√
2

1
3

 MD̄R =


1
3 −

1
3

+ i
3√

2
i
3

−
1
3
− i

3√
2

1
3 −

1
3

+ i
3√

2

− i
3 −

1
3
− i

3√
2

1
3



MD̄L =


1
3 −

1
3
− i

3√
2

− i
3

−
1
3

+ i
3√

2
1
3 −

1
3
− i

3√
2

i
3 −

1
3

+ i
3√

2
1
3

 .

Applying the reduced MLE, we obtain the following density matrix of the symmetric sub-
space

ρ̂sym =

 0.259 −0.08 + i0.061 −0.039 + i0.009
−0.08− i0.061 0.484 0.058− i0.015
−0.039− i0.009 0.058 + i0.015 0.257

 . (A.59)

±

 0.016 0.012 + i0.011 0.014 + i0.01
0.012 + i0.011 0.021 0.013 + i0.012
0.014 + i0.01 0.013 + i0.012 0.016

 ,

which agrees well with the 3 × 3 symmetric submatrix in Eq. (A.58). In Fig. A.2 the full
accessible density matrix, the density matrix obtained from the reduced reconstruction and their
difference are plotted. The difference between the two methods lies well within the experimental
errors.
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A.8 Concurrence

The concurrence is commonly used to quantify entanglement and for a two-qubit state, which is
characterized by its density matrix ρ̂, it is defined as [183, 245]

C(ρ̂) = max(0, λ1 − λ2 − λ3 − λ4) . (A.60)

Here, λi are the eigenvalues, which are labeled in decreasing order, of the Hermitian matrix

R(ρ̂) =

√√
ρ̂ ρ̃
√
ρ̂ , (A.61)

where
ρ̃ = (σy ⊗ σy)ρ̂∗(σy ⊗ σy) , (A.62)

are the spin-flip operators, with the Pauli matrix σy.

A.9 Legend for fiber network

single-mode fiber

polarization maintaining 
single-mode fiber

multi-mode fiber

fiber-fiber connector

photo diode SPCM

fiber polarization
controller

fiber bench

4 port fiber beam splitter

3 port fiber beam splitter

MEM switch

single-mode switch

MZ modulator

BMRfiber coupler

free space beam

Figure A.3: Symbols used for the setups described in Fig. 5.5 Fig. 6.4 and Fig. 7.5.
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